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Abstract. Digital speckle photography is a displacement field measurement method that employs laser speck-
les as surface markers. Since the approach requires only one reference image without a preparation of the sample
and provides a fast, single-shot measurement with interferometric precision, the method is applied for in-process
measurements in manufacturing engineering. Due to highly localized loads, higher-order displacement gradients
occur in manufacturing processes and it is an open research question how these gradients affect the measure-
ment errors of digital speckle photography. We simulate isotropic Gaussian surface topographies, apply a dis-
placement field and then generate laser speckle patterns, which are evaluated with digital image correlation and
subsequently the resulting random and systematic errors of the displacement field are analyzed. We found that
the random error is proportional to the first-order displacement gradient and results from decorrelation of the
laser speckles. The systematic error is mainly caused by the evaluation algorithm and is linearly dependent on
the second-order gradient and the subset size. We evaluated in-process displacement measurements of laser
hardening, grinding and single-tooth milling where we determined the relative error caused by displacement
gradients to be below 2.5% based on the findings from the simulative study.

Keywords: Digital speckle photography, Digital image correlation, Displacement gradients, Systematic
errors.

1 Introduction

Surface layer properties such as residual stresses and
hardness determine the service life and performance of a
workpiece [1]. In order to achieve the desired surface param-
eters a measurement of material stresses during the manu-
facturing process is required [2]. Digital image correlation
(DIC) is a fast non-contacting method for the in-process
measurement of displacement fields from a pattern of ran-
dom, previously applied markers on the surface. Digital
speckle photography (DSP) uses the same image correlation
method and employs laser speckles as optical surface mark-
ers for a non-invasive measurement without the need to pre-
pare the sample surface. However, considering cutting
manufacturing processes such as milling, turning and grind-
ing, the load of the material is heavily localized and, thus,
displacement gradients occur. As of yet, a study on the
impact of displacement gradients on DSP, considering both
the random and systematic error, is missing.

Through the rapid development of digital image sensors
and image processing, DIC has become an established

technique for the measurement of surface displacement
fields [3]. The measurement setup for in-plane displacement
fields is simple and flexible as it requires only a digital cam-
era and can thus be applied in various fields from nanoscale
displacement measurements on biological materials [4] to
the aerial drone-based inspection of the structural health
of bridges [5]. In principal, sequential image pairs of the sur-
face are divided into subsets and for each subset-pair the
local displacement components are calculated by image
tracking algorithms that are either based on cross-correla-
tion or least-squares approaches [6]. For measurement
objects with discontinuous deformation fields, as in the case
of crack formation, there are also algorithms for pointwise
digital image correlation that are able to determine a local
displacement value at each pixel [7]. The surface displace-
ment is tracked through white light speckle patterns that
are artificially applied – for instance with paint, spin
coating or lithography [8] – or laser speckle patterns. The
distinction is fundamentally important, as white light
speckles are physically applied to the surface and follow
all its displacements. Laser speckles, however, are an inter-
ference phenomenon caused by the scattering of coherent
illumination on rough surfaces. Therefore, no preparation
of the sample surface is required for DSP, but a laser is
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necessary in the experimental setup and decorrelation of the
speckle patterns can occur for an excessive rigid body
motion or out-of-plane displacement [9].

DSP is a non-invasive measurement technique for dis-
placement fields on planar surfaces. The measurand is an
in-plane displacement and the optical axis of the camera
should be aligned to be perpendicular to the sample surface.
While this study focuses on measuring in-plane displace-
ment with a single-camera setup, the measurement setup
can be expanded to also detect out-of-plane displacement,
for instance by means of speckle decorrelation [10, 11] or
by integrating a stereomicroscope [12] or shearography
[13]. With DSP, rigid-body displacements can be measured
with single-digit nanometer resolution, while the achievable
measurement uncertainty with fully developed speckle is
only limited by Heisenberg’s uncertainty principle, if a large
number of speckles is evaluated to minimize the speckle
noise [14, 15]. An enhanced study in [16] describes the
achievable random measurement error for a non-negligible
fspeckle noise, i.e. the fixed pattern noise resulting from a
small number of speckle in the subset <100, and camera
noise in addition to the photon shot noise. Note that the
statistical properties of the laser speckle field can be cus-
tomized with a phase-only spatial light modulator (SLM)
[17]. In particular, an SLM allows the generation of multiple
uncorrelated speckle patterns and thus a reduction of the
random error by an order of magnitude through ensemble
averaging [15]. DSP was applied in various manufacturing
processes and material tests: In hole drilling to measure
residual stress [18], in high temperature tensile tests [19],
during single-tooth milling [20], grinding [21], electro-
hydraulic extrusion [16] and deep rolling [11]. In these prac-
tical applications higher-order displacement gradients gen-
erally occur due to localized loads, inhomogeneous
material properties, holes, or notches. While it was reported
that displacement gradients increase the decorrelation in
DSP [22], the extent of the resulting random and systematic
errors for these applications still remains unknown.

Displacement gradients were theoretically shown to
cause systematic errors that are proportional to the sec-
ond-order displacement gradient in DIC with white light
speckles [23]. In certain applications such as the measure-
ment of local deformations near crack tips during material
testing [24] exceptionally high local displacement gradients
occur. Using high-speed photography with 200,000 frames
per second, displacement fields were measured during crack
propagation, which resulted in local first-order gradients of
around 2000 le concentrated around the crack tip [25].
These gradients were shown to cause significant systematic
errors > 1 lm, which equated to 10% of the DIC subset
width or 5% of the total displacement amount [23]. Thus,
the following questions yet remain unanswered regarding
DSP in the presence of displacement gradients:

1. How is the random error affected?
2. What systematic errors occur?
3. Do displacement gradients significantly impact the

measurement uncertainty budget of DSP in in-process
applications such as milling, grinding or laser
hardening?

The principal aim of this article is to present and apply
a DSP simulation setup to predict the random and system-
atic errors caused by displacement field gradients. Addition-
ally, DSP measurements from multiple in-process
manufacturing applications are evaluated in order to esti-
mate the measurement errors resulting from displacement
gradients. The DSP measurement principle is explained in
Section 2 and the simulation setup of the measurement
chain is shown in Section 3. In the subsequent results Sec-
tion 4, the simulated behavior of the random and system-
atic errors in dependence of the measurement parameters
is presented first. Based on these data sets a heuristic model
is developed in order to correct systematic errors due to
displacement gradients. Finally, results from DSP measure-
ments of workpiece surfaces during different manufacturing
processes are presented and the correction model is applied
to the experimental data. Section 5 concludes the article
and gives an outlook on further research aspects.

2 Measurement principle

Laser speckles occur when a surface that is rough on the
scale of the wavelength is illuminated with a coherent light
source. The height differences of the surface topography
cause local phase variations of the scattered light and, thus,
lead to constructive or destructive interference in the image
plane. In this study, we consider subjective speckle patterns,
i.e. the interference pattern is observed through an imaging
system. Therefore, the size of the speckles in the image plane
can be adjusted by varying the aperture. As each speckle is
formed by the scattering from certain nanoscale surface
structures, a lateral rigid-body displacement of the surface
causes a displacement of the observed speckle pattern that
can be tracked through DIC. However, when deformation
occurs, the lateral structure of the surface changes, which
affects the speckle pattern. It is important to note that the
laser speckles do not experience the same deformation as
the underlying surface elements. The shape and size of a
speckle can change locally, but a surface deformation can
also lead to new speckles appearing or disappearing [9].
These local changes in the speckle pattern cause a decorrela-
tion of the corresponding image subsets when the displace-
ment field is calculated with a DIC algorithm.

The task of the DIC algorithm is to find the local displace-
ment values of each subset. Figure 1 shows a section of a
speckle pattern with the grayscale values f(X) before and g
(y(X)) after deformation. The exemplary subset (red square)
experiences the displacement and deformation y(X). The
inverse problem of the measurement is to find the y(X) that
satisfies the condition f(X) = g(y(X)) best. However, equality
can only be achieved in the ideal, theoretic case, where the
grayscale values do not change from the deformation. During
actual measurements in the presence of random noise and
other sources of error, solving the inverse problem leads to
an optimization task, which can be stated as the squared dif-
ferences of the grayscale values [6]:

C ¼
Z

jf ðXÞ � gðyðXÞÞj2 dX ! minimize overy: ð1Þ
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Another common approach is to calculate the cross-correla-
tion of f ðXÞ and gðyðXÞÞ in order to find y(X) [16, 26]. Dis-
placement gradients pose two main challenges to both the
least-squares and cross-correlation image processing
approaches:

� Undermatched or overmatched shape functions
� Decorrelation between f and g (only for laser speckles)

The first stems from the practical implementation of the
DIC algorithm. In order to find its local displacement val-
ues, the subset f ðXÞ is displaced stepwise and may also
be deformed through certain shape functions until it most
closely matches gðyðXÞÞ, i.e., until C in equation (1) is min-
imized. Modern DIC algorithms often include the shape
functions for rotation, shear, first-order gradients, and sec-
ond-order gradients [27, 28]. When the measured displace-
ment gradients are of a higher order than the shape
function it is undermatched and when the shape function
is of a higher order than the measurand it is overmatched.
Undermatched shape functions are known to cause system-
atic errors in DIC. However, overmatched shape functions
were found to cause measurement error as well [29]. There-
fore, the DIC algorithm should be adjusted to the measur-
and, whenever possible. In Section 4.3, we evaluate three
experimental studies, where the shape function is under-
matched and estimate the resulting random and systematic
errors. The second source of error affects only DSP, because
laser speckle patterns inherently change under displacement
gradients. While undermatched shape functions cause
systematic errors in DIC, decorrelation of laser speckles
is a cause for random errors in the DSP displacement
measurement [22].

3 Simulation setup

In order to statistically study the effect of different displace-
ment gradients on DSP and quantify the resulting errors,
the measurement object and measurement system are sim-
ulated in MATLAB. The simulation setup is schematically
shown in Figure 2. The measurement object is an isotropic,
Gaussian surface with the roughness Sq = 0.07 lm and a
lateral correlation length L = 20 lm. The surface topogra-
phy is simulated according to the moving average method
[30]. In order to more accurately represent subpixel dis-
placements and avoid aliasing during the downsampling
process, the surface is simulated with a resolution 30 times
higher than the final speckle pattern. The upsampling fac-
tor of 30 was found to be sufficiently high, so that constant
subpixel displacements could be evaluated without signifi-
cant systematic errors. Here, for a speckle pattern of 256
by 256 pixels with a pixel size of 3.45 lm, a surface topog-
raphy of 7680 by 7680 pixels with a pixel size of 0.115 lm is
simulated. Subsequently, a displacement field is applied to
the surface with the imwarp() function.

Speckle patterns for both surface topographies are then
simulated according to Goodman, sample code can be found
in appendix G2 of [9]. In place of his variable randomfield,
an n � nmatrix of random phasors, we use the original and
deformed simulated surface topographies. The inclusion of
the surface simulation by means of the moving average
method allows an adjustment of the roughness and correla-
tion length of the isotropic surface topography and, thus,
represents an expansion of Goodman’s simulation algo-
rithm. To perform the simulation, the size of the matrix
of the surface must be equal to the size of the matrix of
the speckle pattern. Therefore, the original and deformed
surface are downsampled by a factor of 30. The influence
of the bicubic interpolation was studied by evaluating the
deformed surface topographies with and without interpola-
tion using DIC, and it was found to be negligible. The sim-
ulated speckle pattern is fully polarized, fully developed,
with a wavelength of 638 nm. The aperture D of the optical
system is adjusted to obtain a speckle size of 3 pixels, i.e.
10.35 lm for the pixel size of 3.45 lm. Several authors have
reported that speckle sizes of 2–5 pixels minimize the ran-
dom error [20, 31]. An augmented-Lagrangian digital image
correlation algorithm [6] that usccc equation (1) is used to
calculate the resulting displacement fields. This algorithm
combines the speed of local subset DIC and the kinematic
compatibility of global DIC. While local subset DIC does
allow for faster computation, the results can be noisy
and lead to discontinuous strain fields. The augmented-
Lagrangian DIC algorithm uses local subsets with the
added global constraint of a continous first-order displace-
ment gradient. Finally, the DIC result is compared to the
predefined displacement field. The true values of the dis-
placement field vary only along the abscissa. Thus, the
mean along the ordinate axis is calculated for the error field.
The deviation of the mean from the respective true value
yields the systematic error, while the standard deviation
of the mean along the ordinate yields the random error.

Figure 1. Section of a speckle pattern before (square) and after
(parallelogram) the deformation yðXÞ. The red squares repre-
sent exemplary subsets with the grayscale values f ðXÞ and
gðyðXÞÞ.
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4 Results

4.1 Random error

The random error caused by displacement gradients is
investigated with the simulation setup described in Sec-
tion 3. For this purpose a displacement field is chosen,
which allows the study of the effects of first- and second-
order displacement gradients. Higher-order gradients are
not considered, as they did not occur in our experimental
studies [20, 21, 32]. The displacement field consists of the
following four sections along the x-axis:

(I) A constant displacement of 1 pixel.
(II) A constant positive second-order displacement

gradient.
(III) A constant negative second-order gradient whose

absolute value is equal to that of section II.
(IV) A constant displacement of dmax.

An example of the resulting displacement derivative over x,
i.e., the first-order gradient in x-direction, with the four sec-
tions is shown in Figure 3a, red curve. In addition to the
parameter dmax, the length of the interval xint of sections
II and III is subsequently varied in order to study the effect
of different displacement gradients. For the example shown
in Figures 3a and 3b, dmax = 6 pixels and xint = 100 pixels.
Along the y-axis the true value of the displacement field is
always constant.

Figure 3b shows a part of the displacement field that is
measured on the basis of the deformed surface and the sim-
ulated speckle patterns (corresponds to d_DSP in Fig. 2).
The subset size of the DIC algorithm is 20 � 20 pixels
and the step size is 1 pixel, i.e., the subset is moved in 1
pixel increments over the speckle pattern resulting in local
displacement values dx(x, y) and dy(x, y) at every pixel of
the original speckle pattern except on the edges. Due to ran-
dom errors, the local displacement dx varies visibly along
the y-axis. One displacement field and speckle pattern is
256 by 256 pixels wide, but for each displacement parame-
ter set, 50 unique surface topographies of the same statistic
parameters and speckle patterns are generated in order to

increase the sample size. The random error is quantified
by the standard deviation along the y-axis over all samples.
In Figure 3a, the solid lines show the random error calcu-
lated from the displacement field dx of Figure 3b in blue
together with the true value of the displacement gradient
in red. The dashed lines show an alternative displacement
field with a constant first-order gradient of 10 � 104 le in
sections III and IV. The random error of the alternative dis-
placement field remains constant in sections III and IV,
even though the absolute value of the displacement in-
creases, thereby demonstrating that the random error is
only dependent on the first-order gradient of the displace-
ment. The gradient is scaled in, i.e., in displacements dx of
10�6 pixels over a length of 1 pixel in x-direction. In Sections
I and IV of constant displacement values, the random error
is nearly constant in x-direction at around 0.02 pixels. Note
that the random error does not change with the absolute
displacement value, which is 1 pixel in section I and 6 pixels
in section IV. In both sections the random error is mainly
dependent on the subset size, with a larger subset decreas-
ing the random error. This decrease is due to a higher num-
ber of speckles being evaluated in a larger subset [16]. The
speckle size is 3 pixels, which lies in the optimal range of 2–5
pixels that is generally reported for DSP [31]. For speckle
sizes <2 pixels or >5 pixels, the random error increases sig-
nificantly. In this study, random errors caused by camera
noise, shot noise or other external factors are not consid-
ered. Thus, the observed random error is inherent to the
DIC evaluation and the laser speckle patterns.

The relation between the displacement gradient and the
random error is further investigated in Figure 4. Here, the
maximum random error, which occurs close to the point
of the highest displacement gradient, is plotted over the
varied gradient. For each gradient value, the subset sizes
10, 14 and 20 pixels are analyzed. In addition to the DSP
results, the random error of a DIC evaluation of the surface
topography is shown. For the latter case, the simulation of
the speckle patterns (“Speckle_Sim()” in Fig. 2) is omit-
ted. The DSP results show a correlation between random
error and displacement gradient on the one hand and the
random error and subset size on the other hand. Moreover,
the comparison of DSP and DIC without laser speckles indi-

Figure 2. Speckle simulation setup.

J. Eur. Opt. Society-Rapid Publ. 19, 16 (2023)4



cates that the observed DSP errors are in fact predomi-
nantly due to the properties of the laser speckle patterns
in the presence of displacement gradients and not due to
the DIC evaluation. The DIC results also demonstrate a
small linear increase of the random error from 1.5 � 10�3

pixels to 3 � 10�3 pixels. However, in the presence of dis-
placement gradients these values are negligible compared
to the random errors of DSP. Note that evaluating the sur-
face topography matrix directly with the DIC algorithm is
naturally not a realistic use case. This comparison was cho-
sen in order to prove that the random errors in the presence
of displacement gradients are not due to the DIC algorithm,
but due to the laser speckle pattern. Laser speckles do not
deform in the same way the underlying surface topography
does and, thus, decorrelation occurs. This decorrelation be-

tween the original and the deformed laser speckle pattern is
the cause for the increasing random error of the DSP results
shown in Figure 4 and the disparity between the DSP and
DIC results.

4.2 Systematic error

In order to obtain the systematic error, first the random
error must be eliminated from the displacement results
through averaging over a large sample size. For this pur-
pose, multiple surface topographies and respective speckle
patterns are simulated as in Section 4.1. The arithmetic
mean in y-direction of the two-dimensional displacement
field dx (x, y) then yields dxðxÞ with the random error min-
imized. Figure 5a shows the mean displacements in x-direc-
tion dxðxÞ of the DSP result compared to the true value
and a moving mean of the true value over 20 pixels in x-
direction. The difference of the mean displacement dx and
the true value is the systematic error of the DSP measure-
ment. In Figure 5a the systematic error can be seen qualita-
tively as the deviation of the red and blue dots from the
green line that represents the true value. Evidently, system-
atic errors also occur for the moving mean in the presence of
higher-order displacement gradients. The mathematical
reason for the resulting errors is that for a nonlinear
dxðxÞ, the mean value of an interval is not equal to the
value at the center of the interval. However, the systematic
errors of the DSP results are significantly higher than those
of the moving mean and, thus, cannot be explained solely
by spatial averaging over the subset.

For a quantitative analysis, the the systematic error is
plotted in Figure 5b and is compared with the Laplacian,
i.e., the second-order gradient. In theory, the Laplacian is
zero in sections I and IV (see Fig. 3a for a visual represen-
tation of these sections) and has the same constant, positive

Figure 4. Random error of displacement field dx for three
different subset sizes S. The random error is evaluated from laser
speckle patterns (DSP) and evaluated directly from the
deformed surface topography (DIC).

Figure 3. (a) True value of the displacement gradient in x-
direction (red) and random error of dx (blue), i. e., the standard
deviation of dx in y-direction. Dotted vertical lines indicate the
four numbered sections of the displacement field. Sections I and
IV are characterized by a constant displacement value, while
sections II and III have a constant second-order displacement
gradient. Subset size S = 20 � 20 pixel. The dashed lines show
an alternative displacement field with a constant first-order
gradient of 10 � 104 le in sections III and IV. (b) DSP result dx
in x-direction. The displacement field is evaluated from simu-
lated speckle patterns.
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or negative value in sections II and III, respectively. Note
that in Figure 5b the Laplacian calculated with MATLAB
is shown, which is why deviations from the theory occur at
the theoretical discontinuities between the sections. The
systematic error shows similar characteristics as the Lapla-
cian: In the presence of the Laplacian the systematic error
increases abruptly and is relatively constant for a constant
Laplacian. The symmetric maxima that are indicated in
Figure 5b with dashed circles at the beginning of section
II and the end of section III indicate the a sensitivity of
the systematic error to the change of the Laplacian, i.e.,
to the third-order gradient. The smoother course of the sys-
tematic error in comparison to the discontinuous Laplacian
can be explained on the one hand by the spatial averaging
of the subsets and on the other hand by the global approach
of the DIC algorithm that was introduced in Section 2. The
aim of the global approach is to find a continous displace-
ment field that most closely matches the local displacement
values calculated in the subsets. This approach generally

leads to a robust result and allows a better calculation of
strain fields. However, the associated spatial low-pass filter-
ing also increases the occurrence of systematic errors in the
presence of higher-order displacement gradients.

The dependence of the systematic error on the Lapla-
cian and the subset size S is shown in Figure 6. Here, a
mean value of the absolute systematic error in sections II
and III is plotted over the Laplacian. The solid lines are lin-
ear fits through the data points and the error bars represent
the respective random error. In the considered interval, the
systematic error is linearly dependent on the Laplacian,
which is in accordance with the findings of Xu concerning
DIC with white light speckle [23] that were discussed in
the introduction. The systematic error of the DSP result
is around 15% higher than the systematic error of the
DIC result. The relativley small deviation of 15% indicates
that the systematic error in the presence of higher-order dis-
placement gradients is predominantly caused by the DIC
algorithm and only partly by the decorrelation of the laser
speckles. Note that the dependence of the systematic error
on the subset size is inverse to that of the random error
shown in Figure 4. Thus, with respect to the subset size,
an optimization problem arises that is subject to the occur-
ring first- and second-order gradients. Additionally, the
characteristic of the DIC results is different from the ran-
dom error. While the random error of the DIC data is neg-
ligible, its systematic error is significant and follows the
same characteristic as the DSP error.

4.3 Applications

In order to address the third research question concerning
DSP in in-process applications, previously published results
measured during laser hardening [32], grinding [21] and sin-
gle-tooth milling [20] are re-evaluated. For a detailed

Figure 5. (a) Mean in y-direction of the displacement field
dxðx; yÞ yields dxðxÞ. The DSP result (S = 20 pixels) is compared
to its true value and a moving mean of the true value over 20
pixels in x-direction. (b) Laplacian of the displacement dx and
systematic error over x. The systematic error is the deviation of
dx from the true value.

Figure 6. Systematic error over the Laplacian for different
subset sizes S . The solid lines are linear fits through the data
points and the error bars represent the respective random error.
The error values are evaluated from laser speckle patterns (DSP)
and evaluated directly from the deformed surface topography
(DIC).
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description of each measurement setup and evaluation
method, please refer to the original publications.

First, we consider the heat treating process of laser
hardening. Since the heat source, i.e., the laser illuminated
region is highly localized, high temperature gradients occur
on the workpiece surface. Figure 7a shows the resulting dis-
placement field dy that was measured with DSP and in 7b
and 7c the first-order gradient field rxdy and the second-
order gradient field rxdy, respectively, are shown. The posi-
tion of the laser, which moves in the negative x-direction, is
indicated by the vertical black line. Due to the heat expo-
sure, an area of high local displacements forms close behind
the laser and the area of the highest displacement gradient
occurs immediately in front of the laser. Although relatively
high local displacements of almost 60 lm occur, they are
distributed over a large area of many square millimeters.
As a result, the resulting first-order gradients are an order
of magnitude lower than the gradient in Figure 4 and the
resulting second-order gradients are two orders of magni-
tude lower than the respective values in Figure 6. Thus,
the comparison with the results of the simulative study sug-
gests that random and systematic errors due to displace-
ment gradients are negligible in the considered DSP
measurement of the laser hardening process.

Second, the grinding process is considered. Figure 8a
shows the displacement field dy measured with DSP. The
region of interest is directly below the grinding wheel during
tool engagement. The displacement field reaches up to
about 150lm from the grinding wheel, since sparks and

separated chips interfere with the evaluation directly below
the grinding wheel. In addition, a burr forms at the edge of
the newly machined surface, which leads to out-of-plane dis-
placements and, thus, to speckle decorrelation. Figure 8b
shows the local displacements and the Laplacian in a y -
interval just behind of the contact zone of tool engagement.
The interval is indicated in Figure 8a with a white, dotted
line. The displacement first increases abruptly to about
7 lm and then slowly decreases to about 5 lm. Except
for an initial extreme value, the gradient remains
< ±3000 le and the Laplacian is ±25 le/lm. Thus, from
the results of the simulative study, we expect random errors
in the range of ±4 � 10�3 pixels equating to ±120 nm as
well as systematic errors in the range of ±3 � 10�3 pixels
equating to ±90 nm. However, as the second-order Gradi-
ent is determined from a measurement, which contains
noise, it does not assume a constant value but fluctuates
heavily, errors resulting from the Laplacian are rather ran-
dom in nature and a valid correction of systematic errors is
challenging. Therefore, both sources of error have to be con-
sidered in the measurement uncertainty budget of the DSP
grinding measurement. The yet unmeasured contact zone in
close proximity to the tool is of particular interest for fur-
ther investigations, as high displacement gradients are ex-
pected close to the grinding wheel that likely result in
significant random and systematic errors.

Finally, we investigate the process of single-tooth
milling. Here, the load is highly concentrated on the cutting
edge of the tool. Figure 9a shows the displacement field
measured with DSP shortly after tool engagement. Note

Figure 7. (a) Displacement field dy measured with DSP during
the laser hardening process. The vertical, black line indicates the
position of the laser, which is moving in the negative x-direction.
(b) First-order gradient rxdy of the displacement field. (c)
Second-order gradient �xdy of the displacement field.

Figure 8. (a) Displacement field dy measured with DSP during
grinding. (b) Local displacements and Laplacian in y-direction.
The position of the observed y-interval is indicated by a dotted,
white line in (a).
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the scaling of the axes in micrometers. Whereas in the laser
hardening and milling measurements a range of many mil-
limeters were considered, here the field of view is only about
0.3� 1 mm. The local displacement in a y-interval just after
tool impact is shown in Figure 9b. The y-interval is indi-
cated in (a) with a white, dotted line. The characteristic
of dy with a rapid decrease from a higher level to a lower
one is similar to the simulated behavior shown in Figure 5a.
The highest first-order displacement gradients of around
7 � 104 le occur from y = 760 lm to 790 lm. The subset
size is 10� 10 pixels and, thus, from Figure 4 we interpolate
a maximum random error of 0.075 pixels, which equates to
75 nm. The approximate, local random error is indicated
with blue error bars. In addition, an approximated correc-
tion of the systematic measurement errors is conducted.
The Laplacian of dy assumes maximum values of around
700 le/lm for which we expect systematic errors of 0.033
pixels, which is one order of magnitude larger than the max-
imum systematic errors approximated for the grinding
experiment and equates to 33 nm. Using the fitted model
curves from the simulation results shown in Figure 6, the
systematic errors of dy are now estimated and corrected
for the measured data. Note that the maximum random
and systematic errors occur at different positions. In the

y-interval from 785 lm to 805 lm that is shown enlarged
in Figure 9b first the random error and then the systematic
error dominate.

The additional random errors due to camera grayscale
resolution, signal-to-noise ratio and light intensity distribu-
tion of the speckles are calculated to be 27.5 nm for this
experiment using equation (6) of [20]. Thus, random and
systematic errors that are induced by displacement gradi-
ents locally contribute significantly to the overall measure-
ment uncertainty budget of DSP during milling. However,
even in the presence of the high displacement gradients dur-
ing the milling process, the relative measurement error
remains below 2.5% of the respective displacement value.
Thus, all three in-process applications that were evaluated
are not adversely affected to a significant degree by mea-
surement errors due to displacement gradients. Therefore,
the suitability of DSP for laser hardening, grinding and
milling is confirmed.

5 Conclusions

We presented a simulation setup for the analysis of random
and systematic errors in DSP that are caused by displace-
ment gradients. For that purpose, random surface topogra-
phies were generated and deformed with a formalized
displacement field that is comprised of sections of constant
displacement and of constant second-order displacement
gradients. From the original and deformed surface topogra-
phies, speckle patterns were simulated and evaluated with a
global approach DIC algorithm.

The simulative study has shown that the random error
is approximately proportional to the first-order gradient
and inversely proportional the subset size. For first-order
gradients smaller than 3% and subsets �10 � 10 pixels,
the random errors are below 0.04 pixels and thus smaller
than other random error sources, which commonly are
>0.05 pixels. The investigations have also shown that the
random errors occurring in the presence of displacement
gradients are exclusively caused by decorrelation of the
laser speckle patterns and not by the DIC algorithm.

The systematic error was found to be linearly dependent
on the second-order displacement gradient and the subset
size. Thus, the systematic error for DSP in the presence
of displacement gradients shows the same characteristics
as for DIC with white light speckles. In contrast to the ran-
dom error, around 85% of the systematic error of DSP is
caused by the DIC algorithm and only the small remaining
part is attributed to a decorrelation of the laser speckle pat-
tern. For DSP in the presence of displacement gradients,
the systematic error is generally in the same range as the
random error, e.g., 0.05 pixels for a subset size of 20 � 20
pixels and a second-order gradient of 500 le/lm. Therefore,
if high gradients occur, a correction of the systematic errors
can significantly reduce the overall measurement uncer-
tainty of DSP.

Finally, we re-evaluated displacement fields measured
with DSP during laser hardening, grinding and single-tooth
milling. In milling, the highest first-order gradients of 7 �
104 le were measured resulting in a systematic error of
0.075 pixels as well as second-order displacement gradients

Figure 9. (a) Displacement field dy measured with DSP during
single-tooth milling. (b) Measured local displacements in y -
direction and approximate correction of systematic errors. The
error bars indicate the random error that is caused by the first-
order gradient. The position of the observed y-interval is
indicated by a dotted, white line in (a).
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of around 700 le/lm resulting in a systematic error of 0.033
pixels. Thus, the measurement errors induced by displace-
ment gradients are locally higher than the cumulative ran-
dom error due to camera grayscale resolution, signal to
noise ratio and light intensity distribution of the speckle
patterns. However, since the relative error resulting from
displacement gradients is below 2.5% for all three in-process
measurements, it can be confirmed that DSP is not ad-
versely affected to a significant degree by displacement gra-
dients in laser hardening, grinding and milling and, thus, is
suitable for these in-process applications.

For process optimization in manufacturing applications,
a reliable, high-resolution measurement of surface deforma-
tion is necessary. As we demonstrated, significant random
and systematic deviations can result from deformation gra-
dients, especially in areas subject to high local loads. There-
fore, we further plan to perform experiments where
deformation gradients occur in a controlled setting. These
experiments could enable a validation of the simulative
results we have presented in this study. In addition, the
experimental results of other manufacturing applications,
such as the forming processes rolling, swaging, and sheet
metal working, should be investigated for deformation gra-
dients in order to extend the correction of systematic mea-
surement errors to further fields of application. Finally, in
order to theoretically evaluate random and systematic
errors from a variety of realistic surface deformations, an
FEM-simulation could be used in conjunction with our
methodology.
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