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Abstract: Phase change memory (PCM) attracts wide attention for the memory-centric computing and neuromorphic comput-
ing. For circuit and system designs, PCM compact models are mandatory and their status are reviewed in this work. Macro mod-
els  and physics-based models  have been proposed in different stages of  the PCM technology developments.  Compact model-
ing of PCM is indeed more complex than the transistor modeling due to their multi-physics nature including electrical, thermal
and  phase  transition  dynamics  as  well  as  their  interactions.  Realizations  of  the  PCM  operations  including  threshold  switching,
set  and  reset  programming  in  these  models  are  diverse,  which  also  differs  from  the  perspective  of  circuit  simulations.  For  the
purpose of efficient and reliable designs of the PCM technology, open issues and challenges of the compact modeling are also
discussed.
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1.  Introduction to PCM and its modeling

Phase  change  memory[1−3] has  been  one  important  non-
volatile  memory  among  several  emerging  technologies  such
as  RRAM,  MRAM  and  FeRAM,  etc.  It  relies  on  the  switching
between  amorphous  state  (high  resistance)  and  crystalline
state  (low  resistance)  for  memory  applications.  In  general,
phase  change  memory  (PCM)  is  one  type  of  memristor.  The
need to handle massive amount of data in the era of big data
drives  the  extensive  research  and  developments  of  these
memory  technologies.  Among  various  applications,  the  stor-
age-class-memory (SCM)[4] calls for candidates with high capa-
city  and  high  band-width  to  fill  the  gap  between  DRAM  and
NAND  Flash  in  the  state-of-the-art  memory  hierarchy.  PCM  is
one of the strong candidates for SCM applications[1, 3].

As  of  today,  PCM  has  entered  the  market  of  standalone
memory,  for  example the 3D XPoint memory by Intel[5, 6] and
embedded non-volatile memory (eNVM),  for  example,  that of
STMicroelectronics[7−9].  This  comes  from  years  of  research
and  development  all  around  the  world.  The  original  concept
of  phase  change  memory  was  proposed  early  in  1970s[10].
With  the  success  of  phase  change  material  Ge2Sb2Te5 in  the
optical storage, utilizing the phase change material for electric-
al  storage  revived  in  later  1990s[11].  Several  milestones  in  the
process  include  the  mushroom-type  PCM  realized  with  180
nm CMOS technology[12],  the line type PCM with 90 nm tech-
nology  node[13],  the  embedded  90  nm  1  transistor  1  resistor
PCM technology[14],  the dash-type confined PCM with sub-20
nm  technology[15],  and  the  stackable  cross  point  PCM  with
the Ovinic  threshold  switching (OTS)  selector[5],  and the  two-
deck  cross  point  PCM  for  128  Gb  SCM[16].  With  the  advance-

ment  of  technology  scaling  and  material  innovations,  the
state-of-the-art  PCM  features  4F2 cell  area,  tens  of  nano-
seconds  set  time,  100 μA  reset  current,  1012 endurance
cycles,  10  years’  retention  at  temperatures  higher  than
120  °C. Fig.  1 shows  the  schematics  of  two  typical  PCM  cell
structures: the mushroom type and the confinement type. Al-
ternative  applications  of  PCM  are  also  emerging,  such  as  the
multi-level  cell  (MLC)  and  analog  memories[17−20].  One  key
factor  is  to  program  the  PCM  into  intermediate  states
between  the  highest  resistance  and  lowest  resistance  states.
Both  SET  and  RESET  processes  could  be  utilized  for  this  pur-
pose. As it takes some time to complete the phase change pro-
cess,  intermediate  states  are  then  possible  by  partial  phase
changes[20].  The analog memory properties are being used to
represent  an  electrical  synapse  with  plasticity  or  an  electrical
neuron  for  neuromorphic  computing[21−25] systems.  In  most
cases,  the  PCM  cells  are  connected  together  with  CMOS
devices,  especially  for  realizations  of  the  spiking  neuron  net-
work.

Along  with  advancements  of  the  PCM  technology,  their
compact  models  had  been  playing  important  roles.  Memory
device  models  are  needed  for  the  same  purpose  of  all  other
device  models:  to  be  used  for  circuit  simulations.  Although
the memory cells  are generally repeated in an array or a chip
and  the  reading  operation  is  more  or  less  regarded  as  a
single  cell  operation,  a  memory  model  is  still  necessary  for
the  memory  technology  development[26].  A  PCM  cell  works
with a selector device to form the basic bit unit, and a simula-
tion with models facilitates the device matching. The neighbor-
ing effects from adjacent PCM cells, as well as the parasitic ef-
fects,  are  accounted  for  in  the  model-based  simulations.  Fur-
ther,  the  circuitry  besides  of  the  memory  array  including  the
sense  amplifiers,  are  designed  taking  into  consideration  with
the  cell  properties  and  the  word/bit  line  voltage  drops,  etc.
Memory  reliability[27] is  another  concern  that  could  be  ad-
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dressed  in  circuit  simulations  with  memory  models.  In  the
era  of  neuromorphic  computing[28] with  the  analog  phase
change memories, the need for a compact memory model be-
comes  even  stronger.  The  model  needs  to  reproduce  not
only  the  high/low  resistance  states,  but  also  the  intermedi-
ate  states,  the  state  transition  time,  their  voltage  depend-
ence,  and  so  on.  Reproductions  of  these  properties  with  the
model  allow  evaluations  of  the  analog  cell  characteristics,  as
well  as  the  co-evaluations  with  the CMOS transistors  for  ana-
log-type  circuits.  For  advanced  technologies,  device-techno-
logy co-optimizations (DTCO) of the PCM-based computing ap-
plications are also essential. All these require a dedicated com-
pact model supporting SPICE circuit simulations.

In  this  work  we  review  compact  models  of  the  phase
change  memory.  Device  physics  and  principle  operations  as
the  basis  of  compact  modeling  are  explained  in  Section  2.
Then reported compact models of different categories from be-
havior  macro models,  to  physics-based models  with different
approximations are reviewed in Section 3. Finally, further chal-
lenges  on  PCM  modeling  and  our  perspective  are  explained
in Section 4. 

2.  Basic principle of PCM operations

There  are  three  distinct  states  in  the  operations  of  PCM
as shown in Fig.  2(a):  the crystalline state  (C),  the amorphous
state  (A)  and  the  melted  liquid  state  (M),  although  only  two
of them (C and A) are possible at room temperature. The trans-
ition  from  state  A  to  C  is  called  crystallization.  The  transition
from  state  C  to  A  is  not  a  direct  process  but  via  the  state  M,
and  is  usually  called  amorphization. Fig.  2(b)  shows  the  pro-
graming  temperature  for  crystallization  (also  called  SET)  and
amorphization  (also  called  RESET).  The  SET  process  is
triggered by increasing the temperature above the crystalliza-
tion temperature (Tcryst or simply Tc).  There are two possibilit-
ies in the process, a nucleation kinetics and a growth kinetics,
that  re-arrange  atoms  to  form  an  ordered  structure.  The  RE-
SET process is triggered by increasing the temperature above
the melting temperature (Tmelt or simply Tm) and then quench-
ing,  i.e.,  decreasing  the  temperature  within  a  short  period.  In
the process the crystalline structure is melted with the chemic-
al  bonds  broken,  and  the  atoms  re-arrange  forming  a  dis-
ordered  structure.  For  memory  applications,  the  energy  in
the SET and RESET process  comes from the Joule  heat  of  the
electrical  pulse.  Some further details  in addition to the above
essential ones of PCM operations are reported in excellent re-

views[5, 29−31].
Another key property for the SET process is the threshold

switching.  It  refers  to  an  increase  in  the  conductance  after
the  voltage  across  the  amorphous  region  reaches  a  critical
value. Only with the threshold switching property, Joule heat-
ing  for  increasing  the  temperature  above Tc happens  with  a
reasonable  voltage,  which  otherwise  will  be  too large  for  ap-
plications.  In  the  current–voltage  curves,  a  snap-back  is
defined  as  the  region  with  decreasing  voltage  and  increas-
ing  current,  i.e.,  a  negative  differential  resistance.  The
threshold  switching  effect  provides  a  dynamic  resistance
which  is  comparable  to  the  crystalline  resistance  to  enable
the  SET  process.  While  the  physics  of  threshold  switching  is
still  yet  to  be  fully  investigated,  there  are  a  few  proposals
such  as  a  thermal  model[33],  an  impact  ionization  model[34],
and a thermal runaway model[35].

A popular theory for the crystallization is the classical nuc-
leation  and  growth  (CNG)  theory[36, 37].  In  this  theory  frame-
work, the crystallization is composed of two processes: a nucle-
ation process and a growth process, which have different tem-
perature  dependence.  The  nucleation  pictures  the  formation
of  a  nucleus  with  a  critical  size rc:  after  the  nucleus  is  larger
than this size, it becomes stable and further grows without dis-
solution. As a result, the nucleation is indeed a stochastic pro-
cess.  With a surface energy γ,  and a bulk free energy gain dg
due to the supercooling, the energy of a nucleus with the crit-
ical size rc is: 

ΔG = 

πγ

dg
. (1)

The nucleation probability Pn
[36, 38, 39] during a time inter-

val Δt is then expressed with the activation energy at the sur-
face Ea1: 

Pn = αΔt exp [−β (Ea + ΔG)] , (2)

in  which α is  a  frequency  factor, β =  1/(kT)  with k the
Boltzmann  constant  and T the  temperature.  Detailed  deriva-
tions  have  been  reported  in  the  literature[39]. Fig.  3(a)  plots  a
schematic energy diagram for the nucleation process.

rN

A  deterministic  model,  which  can  be  regarded  as  a  vari-
ant  of  the  above  probabilistic  model,  has  a  similar  formula-
tion  of  the  phase  transition  rate[40] based  on  the  maximum
transition frequency . 

cN = rN exp [−β (Ea + ΔG)] . (3)

At the same time, the stabilized nucleus grows at any inter-
face between the crystalline and amorphous. The growth is re-
garded as  a  combination of  an atom diffusion Arrhenius  pro-
cess  (with  the  activation energy Ea2)  and a  bi-directional  pro-
cess  of  liquid-solid  transition.  As  a  result,  the  growth velocity
is given by[36, 39]: 

vg = faα [ − exp (−β ∣dg∣)] exp (−βEa) , (4)

ain  which  is  the  atomic  jump  distance,  and f is  a  temperat-
ure-dependent  parameter.  In  the  probabilistic  picture,  the
growth probability during a time interval Δt is: 

Pg = paΔt [ − exp (−β ∣dg∣)] exp (−βEa) , (5)

 

Fig.  1.  (Color  online)  Schematics  of  two  typical  PCM  cell  structures:
(a) the mushroom type and (b) the confinement type. In between the
metal electrodes are the phase change materials, which show the crys-
talline phase (blue atoms in color) and amorphous phase (silver atoms
in color).
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which is transformed from Eq. (4) with f replaced by an expo-
nential  factor,  and p is  a  fitting  parameter. Fig.  3(b)  plots  a
schematic  energy  diagram  for  the  growth  process.  Alternat-
ively, the growth rate similar to the above nucleation rate is de-
rived: 

cG = rG [ − exp(−β ∣dg∣)] exp (−βEa) , (6)

rGin which  is the frequency factor.
The above Eqs. (2) and (5) have been used in a probabilist-

ic  framework[38],  and Eqs.  (3)  and (6)  have been used in a  de-
terministic  and  local  framework[40]. Fig.  4 plots  the  nucle-
ation and growth rate which show peaks with non-monoton-
ic temperature dependences.

Based  on  the  CNG  model,  a  phase  space  framework  has
been  reported[40] covering  all  the  three  phases  as  shown  in
Figs. 5(a) and 5(b). At the same time, it is noted that the melt-
ing,  either  from  crystalline  state  or  amorphous  state,  is  usu-
ally  treated  as  a  simultaneous  process.  When  the  temperat-
ure  is  raised  above  the  melting  temperature Tm,  the  state  is
transformed  to  molten  state  without  a  noticeable  delay.
This  is  reflected  in  the  phase  space  framework  as  shown  in
Fig. 5(b) with sudden increases of the transition rates of A-to-
M and C-to-M.

Another theory to describe the crystallization is the John-
son–Mehl–Avrami–Kolmogorov  (JMAK)  theory[41−43].  It  as-
sumes  isothermal  and  isokinetic  (same  temperature  depend-
ence of nucleation and growth) conditions, and describes the
transformed fraction X(t): 

X (t) =  − exp [−(At)n] , (7)
 

A (T) = w exp (− Ea

kT
) , (8)

 

(a) (b)

 

Fig. 2. (Color online) (a) Stable phase states and the atomistic structures. (b) The phase change dynamics with RESET/SET/READ pulses. Reprinted
by permission from Springer Nature Customer Service Centre GmbH: Springer Nature MRS Bulletin,  Phase-change materials in electronics and
photonics, Wei Zhang et al.[32], 2019.
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Fig. 3. (Color online) Schematic diagram of the crystallization from the energy perspective. (a) The nucleation is described as a process with en-
ergy barrier of Ea1 plus the energy of nucleus ΔG with the critical size rc. (b) The growth is described as a bi-directional process with a barrier of
Ea2 and a barrier of |dg|.

 

Fig. 4. Probability densities of nucleation and growth per nanosecond
as  given  by  the  above  CNG  model.  The  bell-shaped  characteristics
have  been  widely  used  in  PCM  simulations  in  literature.  Reprinted
from Ref. [39], with the permission of AIP Publishing.
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in  which w is  a  frequency  factor  and n is  the  Avrami  coeffi-
cient, Ea is the activation energy. The JMAK theory may be re-
garded  as  an  approximation  of  the  CNG  theory  in  a  specific
temperature range.

The  PCM  state,  either  SET,  partial  SET  or  RESET,  can  be
achieved  by  designing  the  melting  and  cooling  (usually
termed  as  quenching)  process.  The  RESET  to  high  resistance
can be done by a “melting and fast cooling” process after melt-
ing  the  memory  active  region,  as  shown  in Fig.  2.  Noticing
the quenching time-dependent chalcogenide atoms re-organ-
izations,  the SET to low resistance can be done by a “melting
and  slow  cooling”  (MSC)  method[44].  It  means  by  controlling
the  quenching  time  for  atoms  reorganizations  partial  or  full
SET states  can be achieved. Fig.  6 also repeats  the traditional
“solid phase crystallization” (SPC) method of Fig. 2, in comparis-
on with the MSC method. 

3.  Current status of PCM modeling

In this section, models with different approaches and dif-
ferent  levels  of  abstractions  are  described,  from  the  macro
models, to more physics-oriented models. 

3.1.  Macro models

One  key  feature  of  the  PCM  is  the  switching  from  the
amorphous  state  to  crystalline  state,  or  from  the  amorphous
state  to  a  dynamic  on  state.  In  the  most  common  current–
voltage  characteristics,  the  above  switching  shows  a  snap-
back.  One  essential  starting  point  for  a  macro  model  is  to
find  an  appropriate  representation  for  the  device,  either  a
pure  mathematic  one  or  a  physics-based  one  for  other  well-
studied  devices.  In  the  latter  case,  a  lumped  SPICE  model

may  be  generated  by  borrowing  the  formulations  of  devices
with similar I–V and the switching. 

3.1.1.    Cobley’s model
A  macro  model  of  PCM  was  reported[45].  The  core  block

of  the  model  is  shown  in Fig.  7(a),  and  extensions  to  this
block  to  include the ‘conductive  on’  and transient  simulation
capability were also reported.  There are also variations to the
core block in latter models, but the main idea is clearly reflec-
ted  in Fig.  7(a).  Including  in  the  ‘word  circuit’,  interlinked
switches  are  included  in  the  Zin  part,  determining  its  out-
puts  (Vset,  and  Vreset)  to  the  RSff  which  is  a  flip-flop.  When
the  input  to  the  Zin  part  is  a  lower  voltage,  Vset  is  high  and
Vreset is low. The RSff part generates a high voltage, which is
used  to  control  the  ‘Zmodel’.  For  a  high  Vffout,  the  switches
S1  and  S2  respond  correspondingly:  S1  closed  and  S2  open.
As  a  result,  the  resistance  sensed  from  the  Isense  terminal  is
different  depending  on  the  state  of  switches.  In  the  S1
branch,  the  amorphous  resistance  is  included,  together  with
another  compensation  resistance,  to  form  the  high-resist-
ance PCM state.  In  the  S2  branch,  the  crystalline  resistance is
included, and another diode is also included, to form the low
resistance  PCM  state  which  shows  a  non-linear  dependence.
The  memory  state  changes  when  the  input  to  the  Zin  part
goes  high,  as  the  flip-flop  RSff  outputs  a  low  Vffout  and  the
switches  S1  and  S2  changes  their  status.  As  is  seen,  the
macro model used the flip-flop logic for the core memory func-
tion, and switches to control the transitions between PCM res-
istive states.

To  model  the  snap-back,  a  silicon-controlled  rectifier
(SCR)  type  formulation  was  used  for  a  softer  transition  from
the  high-resistance  to  low-resistance  state.  Some  considera-
tions  on  the  transition  smoothness  are  incorporated  in  the
model  with  additional  circuit  components. Fig.  7(b)  shows
the I–V curves  from  the  macro  model  in  comparisons  with
the  experimental  data.  For  transient  simulation,  it  is  neces-
sary to account for the duration of the input pulse,  especially
for  the SET process.  An extension to the Word circuit  with an
integrator is included to detect the input amplitude and dura-
tion,  and  only  activates  the  switching  when  the  crystalliza-
tion/amorphization is expected to finish after a period. 

3.1.2.    Wei’s model
A similar  macro model was reported[46] with a similar  ap-

proach  but  extended  features. Fig.  8 shows  the  flow  chart  of
the macro model. A thermal circuit and a crystallization mod-
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Fig. 5. (Color online) (a) Schematic diagram of three phases and their transitions and (b) dependence of the phase transition rates on temperat-
ure. © [2008] IEEE. Reprinted with permission from Ref. [40].

 

Fig. 6. (Color online) Schematic for the memory programing with de-
sired temperature pulses. For a SET there can be two themes: a “solid
phase crystallization” (SPC) and a “melting and slow cooling” (MSC).
The  slow  cooling  corresponds  to  a  crystallization  process  below  the
melting temperature.
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ule  were  introduced  on  top  of  the  bi-stable  circuit.  The  two
modules were both implemented with circuit macros like amp-
lifiers  based  on  the  physics  of  Joule  heating  and  crystalliza-
tion kinetics. The Joule heat is calculated for the temperature,
which  is  fed  into  the  crystallization  module  for  a  trace  of  the
crystal fraction. As a result, multi-level storage is supported in
addition  to  the  binary  storage  for  the  previous  model.  The
trade-off  between  pulse  height  and  width  for  programming
was  demonstrated.  Similar  macro  models  were  reported  in
the  literature[29, 47−49].  It  is  interesting  to  note  that  the  macro
model[48] is  used  to  demonstrate  a  spiking  neuron  circuit
based on PCM.

Macro  models  are  relatively  straightforward  to  be  de-
veloped without  knowing the  device  physics.  As  seen above,
existing  circuit  blocks  are  connected  to  reproduce  the  ob-

served PCM properties. The PCM macro models have been as-
sisting  the  technology  development  at  the  early  stage.  One
general  drawback  of  macro  models  is  a  high  complexity  and
long computational time. Thus physics-based models are usu-
ally pursued when the technology becomes more mature. 

3.2.  Physics-based model
 

3.2.1.    Fantini’s model
A  single  piece  model  was  reported[50] for  the  first  time.

The  model  description  of  the  conduction  in  the  amorphous
and crystalline phases are both based on the avalanche of chal-
cogenide  materials,  Eq.  (9). nstatus is  a  multiplication  factor  in
the unit of V–1,  and R0 describes the low field resistance. Both
are  regarded  as  functions  of  the  phase  change  material
status,  i.e.,  the  crystalline  fraction.  For  lower  voltages,  Eq.  (9)
is  simplified  as I = V1/R0,  hence  linear.  For  higher  voltages,
the  current  depends  on  voltage  exponentially.  The  current
equation (9) takes the temperature dependence into conside-
ration, which satisfies the Arrhenius law. Tref is reference tem-
perature. Ea,status is the activation energy which can be extrac-
ted  from  the  temperature  measurement. Fig.  9 plots  the I–V
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Fig. 7. (a) Core block of the model. (b) I–V curves from the macro model (line) in comparisons with the experimental data(dots). © [2006] IEEE. Re-
printed with permission from Ref. [45].

 

Fig. 8. Flowchart of the binary macro model with different modules to
decide the temperature and the phase. © [2006] IEEE. Reprinted with
permission from Ref. [46].

 

Fig. 9. I–V characteristics of RESET and SET state, with temperature de-
pendence following the Arrhenius law. The threshold switching is real-
ized by a versatile function F which provides a smooth transition from
the  high-resistance  to  low-resistance  state.  ©  [2006]  IEEE.  Reprinted
with permission from Ref. [50].
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characteristics with two states. 

Iα (V, Vstatus) = 

nstatusR (Vstatus) ⋅ exp [Ea,status

k
( 
T
−


Tref

)]
× [exp (nstatusV) − ] . (9)

A  smooth  function F(x,  xt) is  proposed  for  the  threshold
switching  behavior.  It  can  be  any  function  which  switches
from  0  to  1  around  a  threshold  value x  =  xt.  In  practice,  a
Fermi-like  function  is  a  good  option.  For  the  PCM  modeling,
a  parameter  of  threshold  current  (Ith)  is  used  to  represent
the  critical  condition  of  threshold  switching,  and  the
current–voltage  relationship  is  described  by  Eq.  (10).  Starting
from the high resistance (e.g.  fully amorphous) state,  the cur-
rent  is  given by  Eq.  (9)  before  it  reaches Ith.  Once the current
reaches Ith, the smoothing F(I1, Ith) goes from zero to one, and
the  PCM  switches  to  the  crystalline  state.  The  conduction  is
then  described  by  the  on  state  current Ion, which  is  part  of
the IαSET.  The  ‘versatile’  function  provides  a  flexible  descrip-
tion  of  the  threshold  switching,  which  is  also  termed  as  a
voltage snap-back.  Anyway,  the current  always  increases,  un-
like the voltage drop across the PCM. 

I = Iα (V, Cx) + F (I; Ith) ⋅ [−Iα (V, Cx) + F (V; Vhold) ⋅ Ion (V)] . (10)

The  cross  point  of  the  snap-back  branch  and  the IαSET

branch  is  (Vhold, Ihold),  which  satisfies  the  crystalline  state IαSET

of Eq. (9) as well as the load line below: 

I = −
V

Rload
+

Vth
Rload

, (11)

in  which Rload is  the  PCM  load  resistance  (the  resistance  in
series,  e.g.  the heater resistance). Vth is  the threshold voltage.
In the implementation, the PCM together with a given load res-
istance R is  treated  as  a  voltage  controlled  current  source
(VCCS). At the threshold voltage, the passing current changes
from the IαRESET to Ion.

The  model[50] implemented  a  mechanism  to  monitor  the
quenching  time  after  melting  temperature  has  been  reached
for the MSC method in Fig. 6. Auxiliary circuits including sever-
al  blocks  are  proposed  for  this  purpose.  A  table  lookup  ap-
proach  is  used  to  determine  the  SET  resistance  according  to
the quenching time.  Advantages include the ability  to model
the multi-level cell  (MLC) operation. Note that for partial SETs
the  parameter  of Vstatus between  that  of  the  RESET  and  full
SET  goes  into  Eq.  (9)  to  determine  the  high-resistance  cur-
rent conduction. The threshold swing is chosen to be reorgan-
ized  by  a  constant  threshold  current Ith,  which  means  a  re-
duced threshold voltage for partial SET PCM. 

3.2.2.    Ventrice’s model
An improved model without involving the table-based ap-

proach  for  crystallization  was  reported[51].  A  more  physics
meaningful  crystal  fraction Cx is  used instead of Vstatus to rep-
resent  the  degree  of  crystalline  state.  The  time  evolution  of
Cx, i.e. the crystallization kinetics, is developed as follows with
a temperature-dependent time constant τ: 

Cx =  − exp (− t
τ ) . (12)

It is indeed identical to the JMAK theory with Avrami coef-

ficient n = 1. The phase change material resistance is determ-
ined with Cx: 

Rx = Rc + (Ra − Rc) ( − Cx) , (13)

in  which R0c and R0a the  resistance  of  state  which  are  com-
pletely crystallized and amorphized, respectively.

Fig.  10 shows  that  Eq.  (12)  agrees  well  with  the  experi-
mental  data  of  resistance  evolution  in  the  time  domain  un-
der a certain temperature. With Eqs. (12) and (13), the crystalliz-
ation process can be described step-by-step with the temperat-
ure  at  each  step.  For  the  implementation,  auxiliary  circuits  in
Fig.  11 to integrate for  the crystal  fraction Cx is  introduced.  A
temperature circuit calculates the heat and obtains the temper-
ature. Taking the temperature as inputs, the timer circuit accu-
mulates time when the temperature is between the crystalliza-
tion  temperature Tc and  melting  temperature Tm.  The  crystal
fraction  circuit  implements  the  Eq.  (12)  with  inputs  from  the
timer circuit. At the same time, Cx goes to zero once the tem-

 

Fig.  10.  (Color  online)  Crystallization dynamics  as  given by the JMAK
theory and the experimental data under different temperatures. Tem-
perature dependence of the time constant follows approximately the
Arrhenius law. © [2007] IEEE. Reprinted with permission from Ref. [51].

 

Fig.  11.  (Color  online)  Auxiliary  circuits  are  introduced  to  implement
the crystallization kinetics of Eq. (12). © [2007] IEEE. Reprinted with per-
mission from Ref. [51].
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perature  reaches Tm.  The  crystal  fraction Cx is  fed  back  into
the  current–voltage  equations,  and  a  self-consistency  loop  is
implemented in the model.

With the model[51] pioneering the physics-based PCM mod-
eling,  both  SET  programming  themes  of  MSC  and  SPC  are  in
principle  supported.  Compared  to  macro  models,  the  model
calculation  efficiency  is  highly  enhanced  due  to  the  reduced
complexity. There are variations in this model category, for ex-
ample, with or without switches in the implementations. 

3.2.3.    Sonoda’s model
A model with rate equations of crystallization and amorph-

ization  was  reported[52].  For  the  dynamic  phase  transitions,
the threshold swing was modeled not only in the voltage/cur-
rent  domain  but  also  in  the  time  domain.  By  observing  a
switching  time  in  the  range  of τf =  0.15  ns,  a  dynamic  ver-
sion  of  the  “versatile”  function,  Eq.  (14)  was  developed.  It  is
playing  a  role  of  smoothing  in  the  transient  simulations  of
the  PCM,  i.e.  the  setting  process.  When Igst crosses  the
threshold  current Ith,  the  variable F asymptotically  ap-
proaches  zero  or  one  in  the  time  domain. Fig.  12 plots  the
waveforms  of  the  PCM  voltage,  current  as  well  as  the  vari-
able F. 

dF
dt

= −
F − θ (Igst − Ith)

τf
, (14)

in  which θ(x) is  the  step  function,  which  is  zero  or  one  when
x < 0 or x > 0.

The amorphous volume Va is  formulated with the classic-
al  nucleation  theory  instead  of  the  crystallization  kinetics  Eq.
(12)  of  the  JMAK  theory  used  before.  In  a  nucleation-driven
case,  the  crystallization  rate  is  given  by PnVnVa/Vm,  where Pn

is  the  nucleation  probability  per  unit  time, Vm is  the  volume
of  a  monomer,  and Vn is  the  volume  of  a  nucleus.  In  a
growth-driven  case  the  crystallization  rate  is  given  by Savg,
where Sa is  the  area  of  amorphous/crystalline  interface, vg is
the growth velocity.  For  the purpose of  model  simplicity,  the
nucleation  and  growth  processes  are  not  treated  as  success-
ive but concurrent processes. By summing these two crystalliz-
ation  processes,  a  kinetic  equation  for Ca is  developed  in  the
model with: 

(dVa
dt

)
c
= − (PnVn VaVm + Savg) . (15)

The  model  is  also  self-limited,  and  the  RHS  approaches
zero  when Va comes  from  1  to  0.  If  the  growth  term  is  ig-
nored,  the  above  Eq.  (15)  resembles  the  JMAK-type  formula-

tion  of  Eq.  (12),  where  the  term τ = Vm/(PnVn)  characterizes
the  time  constant  of  the  nucleation  process  (e.g.  the  time
needed for  the amorphous volume to  change the amount  of
a monomer Vm). 

(dVa
dt

)
c
= −

Va
τ . (16)

In principle, the total growth frontier is the summation of
that of the scattered nucleus and that of the amorphous/crys-
talline  regional  interface.  For  simplicity,  only  the  later  area
enters into the growth term of  Eq.  (15).  The advantage of  us-
ing  the  rate  equation  is  to  capture  the  essential  temperature
dependence in the crystallization process.

At  the  same  time,  the  amorphization  process  is  also
modeled with a rate equation. Considering that the temperat-
ure  difference  between  the  PCM  local  temperature  and  the
melting  temperature  is  the  driving  force  for  the  amorphiza-
tion (melting then quenching), the rate equation is given by: 

(dVa
dt

)
a
=
Ta − Tm
RtΔh1

, (17)

in  which  Δh1 is  the  latent  heat  of  solid-to-liquid  transition
and Ta is  the temperature  at  the amorphous/crystalline inter-
face.

Assuming an initial state of full crystallization (Va = 0), the
reset  current  raises  the  BE/PCM  interface  temperature Tb,
which  is  also Ta at  the  moment,  above Tm.  Then  the  RHS
drives  the  melting  region  interface  towards  the  TE.  With  a
larger Va hence  a  new  melting/crystalline  interface, Ta eva-
luated  at  the  interface  decreases  (roughly Ta =  (Tb – Tref)  ×
(1  – Va/Vamax)  + Tref )  with  a  linear  temperature  profile),  also
the  melting  rate  decreases.  Assuming  the  peak  temperature
Tb is  constant,  the  melting  region  frontier  moves  until Ta is
equal  to Tm,  which  eventually  determines  the  size  of  the
amorphous region. Hence, in the rate formulation the term Pa

=  (Ta–Tm)/Rt can  be  regarded  as  the  frontier  local  melting
power, with Δh1 the heat of fusion (unit of J/cm3).  As a result,
the formation time of melting volume is Δh1/Pa. The rate equa-
tion is also made self-limiting by a theta function, as the max-
imum Va is  fixed  for  a  technology.  The  two  rate  equations,
Eqs.  (15)  and  (17),  are  combined  as  a  unified  rate  equation
Eq.  (18)  for  the  phase  dynamics.  Eq.  (18)  is  evaluated  in  a
time  evolution  manner.  Together  with  the  other  equations,
the phase change memory operations including read, set and
reset, are modeled. 

dVa
dt

= (dVa
dt

)
c
θ (Tm − Ta) + (dVa

dt
)
a
θ (Ta − Tm) . (18)

Compared  to  previous  models,  Sonoda’s  model  formu-
lates  the  threshold  switching  and  memory  switching  in  the
form of rate-equations. It also considers the different temperat-
ure dependences in the nucleation and growth process.  With
these,  the  model  marks  a  reference  for  later  rate-equation
based models. 

3.2.4.    Pigot’s model
Later,  another  rate-equation  based  model  was

reported[53].  Three  variables,  the  crystalline  fraction Fc,  the
amorphization  fraction Fa,  and  the  melting  fraction Fm,  are
used  to  represent  the  state  of  the  PCM  cell,  with Fm the  new

 

Fig.  12.  (Color  online)  A  dynamic  “versatile ”  function F for  descrip-
tions of the threshold switching process in the time domain.
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variable  compared  to  the  previous  models.  The  melting  frac-
tion  increases  and  may  come  closer  to  1  in  a  dynamic  pro-
cess  depending  on  the  temperature  above  the  melting Tm.
When the temperature goes below Tm,  the rate equation also
describes  the  process  of  quenching,  i.e. Fm decreases  and
comes  closer  to  zero.  It  is  noted  that  the  fractions  above  are
not  corresponding  to  the  PCM  cell  physics  state.  For  the
three-dimensional  active  region  of  the  mushroom  type,  the
fractions  are  in  fact  calculated  assuming  a  one-dimensional
profile.  The  resistance  calculations  are  also  done  in  a  one-di-
mensional way without going to the details of current distribu-
tions in the 3D structure.

The rate equation for Fm is given by: 

τm
∂Fm
∂t

+ Fm = [ + exp (Tm − T
σm

)]−, (19)

in which τm is  melting time constant.  While σm is  treated as a
fitting  parameter.  When  the  temperature T goes  beyond Tm,
Eq.  (19)  gives  the  transition  of Fm from  zero  to  non-zero  de-
pending  on σm.  Thus,  the  parameter σm is  also  used  to  con-
trol  the abruptness  of  the reset  resistance of  the R–I curve.  A
larger σm decreases the melting fraction Fm for a given temper-
ature T,  which then becomes the amorphous fraction Fa after
the reset.

The  rate  equation  for Fc follows  the  theory  of  JMAK.  As
the  melting  fraction  is  introduced,  the  differential  version  of
Eq. (20) is revised a bit and goes as follows: 

τc
∂Fc
∂t

+ Fc =  − Fm, (20)

in which τc is the characteristic time of crystallization.
Lastly,  the  fraction  of  amorphization Fa is  the  remaining

part besides of the crystalline and melting fractions. 

Fa =  − Fm − Fc. (21)

After  considering  the  non-Arrhenius  crystallization,  Eq.
(20) is revised to the following with a fitting parameter b: 

τset
∂Fc
∂t

= Fab exp ( − bFa) , (22)

in  which τset is  the  temperature-dependent  crystallization
time.  It  is  used to  compensate  the simplification of  using the
highest temperature for the crystallization rate. As the Fa is de-

creasing,  RHS of  Eq.  (22)  first  increases  then decreases  with  a
peak  at  a  certain Fa.  Further,  to  account  for  the  non-Arrheni-
us crystallization the set time τset is revised by including to ac-
tivation energy: 

τset = τHT + τLT = τHTexp (EAHT

kT
) + τLTexp (EALT

kT
) , (23)

in which τLT and τHT are crystallization time for low temperat-
ure  and  high  temperature, τ0LT and τ0HT are  crystallization
time  prefactor  for  low  temperature  and  high  temperature,
EALT and EAHT are  activation  energy  for  low  temperature  and
high temperature.

At the same time, caution is needed to handle the three-
variable system as none of Fc, Fa and Fm can be negative, and
reduction  of Fc in  the  reset  process  is  not  reflected  with  Eq.
(20)  or  (22).  In  Ref.  [53],  the  current  is  modeled  with  a
Poole–Frenkel  conduction  by  assuming  a  complete  voltage
drop across the amorphous part. 

IPF = AkPFF (−ΦPF − βPF
√
F

kT
) , (24)

in which AkPF, ΦkPF and βkPF are fitting parameters.
And the barrier dependence on temperature is given by: 

ΦPF = Ea −
avaT



bva + T
, (25)

ava

in which Ea0 is the activation energy at 0 K, considered as a fit-
ting parameter,  and bva are the thermal parameters.

By  increasing the voltage,  the current  first  increases  with
only  the  barrier  lowering  term  as  the  heat  is  not  significant.
After  the current  goes above a  certain level,  the temperature
rising  comes  into  the  picture  and  the  transport  barrier  is  re-
duced  upon  the  heat.  As  a  result,  the  current  increases
sharply  with  the  voltage,  or  the  voltage required to  maintain
the  current  is  reduced  for  a  snapback  behavior. Fig.  13(a)
plots the sharp switching from the amorphous state to crystal-
line  state.  With  the  core  model  equations  Eqs.  (19)–(25),  the
model captures the R–I characteristics as shown in Fig. 13(b).

Compared  to  previous  models,  Pigot’s  model  implem-
ents a physics-based threshold switching module, and a simpli-
fied crystallization module with rate-equations. The model in-
corporates  related  parameters  for  its  flexibility,  and  has  been
verified by the industry’s PCM data in STMicroelectronics. 

 

(a) (b)

C
u

rr
e

n
t 

(A
)

R
e

a
d

 r
e

s
is

ta
n

c
e

 (
Ω

)

Voltage (V)

 

Fig. 13. (Color online) (a) Current of the PCM versus voltage with vary amorphization fraction Fa.  Dots (experiments), lines (simulations). (b) R–I
curve of PCM under different temperature. Dots (experiments), lines (simulations). © [2018] IEEE. Reprinted with permission from Ref. [53].
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3.2.5.    Xu’s model
A  model  incorporating  the  phase  transitions  between

three  possible  states  was  reported[54].  The  key  rate  equation
used  for  the  phase  transitions  is  Eq.  (26),  with c the  capture
rate  and e the  emission  rate.  Similar  to Figs.  5(a)  and 5(b)[40],
the normalized ratios of  three phase states are given first  fol-
lowing the Arrhenius law. The transition rates including those
from  amorphous  to  crystalline,  from  crystallization  to  melt-
ing,  and from melting to  amorphous are  explicitly  given.  The
rates in the opposite directions are calculated from the equilib-
rium cases. Based on these rates, the dynamic transition equa-
tions  form  the  governing  equation  set  for  the  phase  trans-
ition: 

dΩi

dt
= ∑

i≠j
∑
e,c∈P

(cj→iΩj − ei→jΩi), (26)

in which Ωi is the normalized ratio of phase state i.
The  resistance  module  incorporates  an  energy  gain  the-

ory[35] based on the Poole–Frenkel  transport.  Two trap states,
a  shallow  trap  state nT2 and  a  deep  trap  state nT1,  are  con-
sidered  with  possible  re-populations  between  them.  With  a
low  field,  the  two  states  are  generally  conductive  separately.
With  increasing the field,  electrons  in  the deep trap state  are
possibly  transmitted  to  the  shallow  trap  states  with  tunnel-
ing,  forming  the  non-equilibrium  carriers nT2’.  The  key  equa-
tions of the current are summarized: 

I = eA
Δz
τ

[nTexp (−Ec − ET

kT
) + (nT + nT

′) exp (−Ec − ET

kT
)]

× sinh (dU
kT

) ,
(27)

 

Ha,OFF =
ET − ET

kT
, (28)

 

Ha,ON = Hgst,a − Ha,OFF, (29)
 

V = FOFFHa,OFF + FONHa,ON, (30)

in  which ET1 is  deep  trap  energy  and ET2 is  shallow  trap en-
ergy, and Δz is trap distance.

The  increase  of  the  electron  population  in  the  shallow
trap  states  increase  the  conduction  current  significantly.  In
the  process,  positive  feedback  is  indeed  happening.  An  in-

crease  of  the  current  in  the  non-equilibrium  region  increases
the  electric  field  in  the  equilibrium  region,  which  then  in-
creases  the  electron  tunneling  rate  into  the  shallow  trap
states, and leads to a further increase of the current. This posit-
ive  feedback  is  observed  as  a  switching  from  the  high  resist-
ance amorphous state to the dynamic low resistance state. In
the  model  implementations,  a  current-controlled  voltage
source  is  used  with  simulation  convergence  considered.  For
the  Joule-heating,  the  thermal  resistance  of  different  regions
including those at  the interfaces  are  all  considered. Fig.  14(a)
shows  the  schematic  of  the  developed  model  including  all
the  modules:  the  transport  module,  the  thermal  module  and
phase  transition  module,  and Fig.  14(b)  plots  the  comparis-
ons between the models and experimental data.

Compared to previous models,  Xu’s  model  implements  a
physics-based  threshold  switching,  as  well  as  a  dynamic
phase-transition  model  of Fig.  5.  The  model  has  been  used
for cross-point memory array simulations in Samsung. 

4.  Challenges and perspectives

Towards  a  fully-functional  PCM  model  for  circuit  designs
especially  neuromorphic  circuits,  there  are  still  some  chal-
lenges  ahead.  From  our  perspective,  these  challenges  in-
clude  at  least  three  parts:  modeling  for  scaled  PCM,  model-
ing for variations[55], and modeling for reliability. 

4.1.  Modeling for scaled PCM

The models in Section 3 are mainly developed for the clas-
sical  mushroom  PCM  cells.  Along  with  the  technology  scal-
ing, alternative memory cell  structures are developed such as
the  confined  one[5, 15, 16] with  high  integration  density.  The
thermal  boundary  has  changed  significantly,  for  example,
the  temperature  profile  peaks  at  completely  different  loca-
tions in the cross-point PCM[56].  The crystallization speed also
changes  due  to  absence  of  crystal  seeds  when  a  full  reset  of
the confined region is triggered. These changes call for exten-
sions of the current models or new generations of PCM mod-
els. It is in some sense similar to the scenarios of CMOS model-
ing which evolves with device geometry changes from planar
to  FinFET  and  gate-all-around  structures.  A  PCM  model  that
covers different cell geometries is highly desirable.

Relaxation oscillations in PCMs have been observed[57−60].
The voltage across a PCM cell shows an oscillation, which fea-
tures  a  current  dependent  frequency.  Furthermore,  the  peak
voltages  are  being  relaxed  in  the  process.  A  conductive  fila-
ment  theory[61] was  proposed  to  describe  the  oscillation  in
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Fig. 14. (Color online) (a) Equivalent circuit model, including all the modules: the transport module, the thermal module and phase transition mod-
ule. (b) Model compared with experiment data on I–V characteristic. © [2016] IEEE. Reprinted with permission from Ref. [54].
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chalcogenide OTS devices, which are nowadays used as selec-
tors[62−65].  Although  PCM  is  based  on  totally  different  chalco-
genide  glass  which  could  undergo  rapid  crystallization,  the
relaxed  oscillation  may  be  explained  with  a  similar  reason.
Later,  the  voltage/current  dependent  frequency  was  ex-
plained  with  a  simple  RC  circuit  assuming  a  holding  cur-
rent[57].  A field-induced nucleation theory was proposed[59] to
describe the threshold voltage and holding voltages, as func-
tions of material and geometry parameters. To utilize the oscil-
lation  properties  of  PCM  in  circuits  for  example  the  neur-
omorphic  circuits,  a  further  extension of  the PCM model[66] is
to be developed by incorporating the related theories.

For  a  complete  compact  model,  its  parameter  extrac-
tions are also needed to represent the technology with a pro-
cess  design  kit.  Different  from  the  MOSFET  model  in  which
the  parameters  are  extracted  based  on  the  DC  and  fre-
quency domain properties, the PCM model requires an extrac-
tion also from the time domain properties such as the crystal-
lization  dynamics.  Thermal-related  parameters  like  the
thermal resistance and thermal boundary resistance in a pos-
sible thermal network,  are also to be extracted.  An extraction
strategy together with algorithms should be figured out. 

4.2.  Modeling for variations of PCM and circuits

A statistical model in an evolutionary manner for PCM con-
ductance in the SET process has been developed[67]. The mod-
el  is  intended to capture the statistical  characteristics  of  PCM
crystallization. Statistical properties are experimentally charac-
terized:  a  pulse  train  is  applied  to  a  group  of  PCM  cells  with
their  initial  conductance set  as  a  high resistance state  0.1 μS.
The  first  observation  is  that  the  increment  of  conductance
after  a programming pulse is  decreased,  as seen in Fig.  15(a).
The  same  trend  has  been  captured  well  in  a  physics-based
model,  as  shown  in Fig.  15(b)[68].  It  is  understood  from  the
JMAK  equation,  suggesting  that  the  crystallization  rate  de-
creases with the accumulation of crystal fraction. At the same
time,  experimental  characterizations  also  reveal  a  significant
variation of  the  conductance among the PCM cells. Fig.  15(a)
shows,  for  example,  after  the  first  partial  SET  pulse  of  some
PCM cells does not further crystallize though the average con-
ductance  seems  following  the  physics-based  model  predic-
tion.  It  is  speculated  that  this  originates  from  the  random-
ness of the crystallization process, e.g. the nucleation random-

ness  as  explained  in  Section  2.  The  statistical  nature  of  PCM
programming[69],  sometimes  termed  as  a  cycle-to-cycle  vari-
ation, is not covered in previous compact models.

The model developed by Nandakumar et al.[67] is summar-
ized  as  Eqs.  (31)–(34).  The  subscript N denotes  the Nth  pro-
gramming pulse.  The  incremental  conductance  is  a  sampling
of  a  Gaussian  distribution,  with  the  distribution  parameters,
the  average  and  standard  deviation,  given  by  Eqs.  (31)  and
(32),  which  are  also  evolving  with  the  conductance  itself.
While the other parameters are for the purpose of fitting, χ rep-
resents  a  Gaussian  random  number  of  mean  zero  and  vari-
ance  1,  the  variable Pmem is  used  to  capture  the  program-
ming history effect.  The model  reproduces very well  the vari-
ations of measured PCM conductance as shown in Fig. 15(a). 

μΔGN = mGN− (t) + (c + APmem) , (31)
 

σΔGN = mGN− (t) + (c + APmem) , (32)
 

ΔGN = μΔGN + σΔGN χ, (33)
 

GN (t) = GN− (t) + ΔGN. (34)

While this model has been used for a two-PCM based spik-
ing neural network, it  is not directly applicable to CMOS-PCM
integrated circuit simulations. Examples of the CMOS-PCM in-
tegrated  neuromorphic  computing  circuits  are  reported[19]

for unsupervised SNN learning with the spiking time-depend-
ent  plasticity  (STDP).  In  the  example,  the  spiking  time  differ-
ence  between  the  pre-synaptic  and  post-synaptic  neurons
are  translated  into  the  voltage  pulse  amplitude  which  in-
duces the different amount of conductance change. A statistic-
al  transistor  model,  together  with  a  statistical  PCM  model,
will  favor  the  design  and  simulations  of  neuromorphic  cir-
cuits  in  a  similar  way  as  CMOS  circuits.  The  transistor  model
has  been  in  use  for  long  but  such  a  statistical  PCM  model  is
not  yet  available.  At  the  same  time,  it  is  interesting  to  note
that circuit level innovations are also being proposed to mitig-
ate  the  variations,  for  example,  by  the  multi-memristive  syn-
apse[70]. It has been shown that the SNN classification perform-
ance  is  largely  improved  with  the  developed  approach.
However, variations cannot be fully eliminated. A further exten-
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Fig. 15. (Color online) (a) The distribution of conductance values as a function of the number of partial SET pulses. Reprinted from Ref. [67], with
the permission of AIP Publishing. (b) Modeling the gradual SET process where the crystalline ratio Cf of the PCM is recorded after each pulse.
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sion  to  incorporate  the  variation  and  stochastic  crystalliza-
tion  is  essential  for  the  circuit  evaluations,  based  on  a  phys-
ics-based  device-level  model  of  current–voltage  characterist-
ics  such  as  those  in  Section  3.  That  will  be  one  possible  next
step for the PCM compact modeling. 

4.3.  Modeling for reliability of PCM and circuits

PCM  conductance  drifts  after  programming,  especially
after  the  RESET. Fig.  16(a)  shows  that  the  high  resistance  in-
creases  with  time,  while  the  low  resistance  does  not  change
much. Physics-based models[71] and statistical models[72] have
been  developed  to  describe  the  resistance  drift  behaviors,  in
the single cell and PCM array levels. It is attributed to the struc-
tural relaxation after quenching, where the further rearrange-
ment of  local  atomic structure leads to change of local  states
with  the  long-range  disorder.  A  power  law  dependence  of
the  resistance  is  empirically  used  with t1 as  reference  time t
of PCM programming[71]: 

R (t) = R( tt )v, (35)

in  which R1 is  the  resistance  value  at t = t1 and v is  the
power-law  exponent.  The  physics  meaning  of  the  exponen-
tial factor v is derived[71], which is related to the increase of ac-
tion  energies  for  structure  relaxation  and  conduction  with
time.  The  theory  also  explains  the  resistance  dependent v
factor  observed  in Fig.  16(a).  Experimental  characterizations
in  Ref.  [72]  further  verifies  the  empirical  expression,  and  a
read noise is also included in the statistical model.

In  additional  to  the  resistance  increase  due  to  structural
relaxation, resistance decrease[74] due to spontaneous crystalliz-
ation is  another  concern of  PCM reliability.  For  memory array
application,  a  long-term  data  retention  at  85  °C  is  required.
Fig.  16(b)  shows  the  high-resistance  retention  under  acceler-
ated  test  conditions.  For  a  binary  or  multi-level  cell,  it  is  usu-
ally  a  no-or-yes  issue,  with  the  retention  failure  or  not.  For
the  neuromorphic  circuits,  whether  and  to  how  much  extent
the resistance shifts changes circuit performances require fur-
ther  considerations. Other  observed  reliability  issues  include
cycle  endurance,  thermal  disturbance,  and  switching
threshold voltage drifts.  Cycle  endurance describes  the capa-
city  to  re-write  in  a  PCM  cell  without  failure[75].  The  PCM  cell

may  not  be  programmed  into  the  high  resistance  from  the
SET  state,  or  may  remain  a  high  resistance  without  success-
ful SET. Possible mechanisms are the change of intrinsic chalco-
genide  material  properties  after  undergoing  high  temperat-
ure[76].  The  thermal  disturbance  is  spontaneous  crystalliza-
tion  due  to  heat  from  neighbor  cells’  operations[77].  Finally,
threshold  voltage shift  also  happens[78],  which  is  expected to
be  correlated  to  the  resistance  shifts.  As  stated  earlier,  ana-
log memory property  is  used to  represent  the synapse conn-
ectivity  in  neuromorphic  circuits.  The  resistance/threshold
voltage  shifts  in  the  time  domain,  i.e.  the  change  in  synapse
weight,  in principle shifts the circuit characteristics like accur-
acy.

Innovative  device  level  designs  such  as  a  projected
PCM[79] are also being excitingly explored to suppress the res-
istance shifts.  The active phase change region is  projected to
non-phase-change  materials  for  the  high  resistance  state.
With  it,  the  reliability  of  the  PCM-based  cross-bar  network  is
greatly enhanced. Based on the working principle, the high-res-
istance  state  eventually  degrades  when  the  resistance  shifts
in the amorphous region increase to an extent altering the cur-
rent  bypass.  Moreover,  projected  PCM  has  been  implemen-
ted  in  a  single-layer  neural  network[80],  which  could  keep  a
high classification accuracy at  elevated temperatures without
temperature  compensated  way.  Generally,  for  reliability-
aware  neuromorphic  circuit  designs  reliability  modeling  of
PCM cells[81] deserves further effort. 

5.  Conclusion

Phase  change  memory  has  been  on  the  stage  of  emer-
ging memory technologies for some time, and recently prom-
ises  applications  in  neuromorphic  computing.  In  this  work,
we  review  the  developments  of  PCM  compact  models,  and
try to provide an analysis of the challenges from our perspect-
ive.  Generally,  developing  a  compact  model  based  on  the
device  physics  is  a  trend,  especially  when  the  device  vari-
ations  and  reliability  are  important  considerations.  We  start
from the  basic  operation principles  of  PCM,  and describe  the
known theoretical framework of crystallization (including nucle-
ation  and  growth)  and  amorphization.  Then  we  explain  the
evolution  of  the  PCM  models  from  macro  models  to  more
physics-oriented models, with different approximations in the
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Fig. 16. (Color online) (a) Resistance as a function of time for the amorphous (reset) and crystalline (set) states of a PCM device. © [2010] IEEE. Re-
printed with permission from Ref. [72]. (b) Resistance versus time for a reset cell.  The two insets represent the mixed-phase structure for relat-
ively short (top left) and long (bottom right) times during the bake experiment. © [2006] IEEE. Reprinted with permission from Ref. [73].
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model  development.  While  the  state-of-the-art  PCM  models
provide  a  basis  for  circuit  simulations,  future  model  develop-
ments  are  facing  challenges  from  the  statistical  modeling,  to
design-for-reliability  models  to  facilitate  the  PCM  applica-
tions in neuromorphic circuits. 
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