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Combing the time-correlated single photon counting (TCSPC) with °uorescence lifetime imaging
microscopy (FLIM) provides promising opportunities in revealing important information on the
microenvironment of cells and tissues, but the applications are thus far mainly limited by the
accuracy and precision of the TCSPC-FLIM technique. Here we present a comprehensive in-
vestigation on the performance of two data analysis methods, the ¯rst moment (M1) method and
the conventional least squares (Fitting) method, in quantifying °uorescence lifetime. We found
that the M1 method is more superior than the Fitting method when the lifetime is short
(70 � 400 ps) or the signal intensity is weak (<103 photons).
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1. Introduction

The microenvironment in cells and tissues plays a
crucial role in biology, including pH, ion concen-
trations, oxygen saturation and other parameters.1,2

The variations of these parameters are generally
very small. Thus, the methods for measuring the
variations of the microenvironment parameters,
should have characteristics of high spatial resol-
ution,3 high sensitivity4 and high precision.5 There
are many methods to measure the variations of
microenvironment, such as magnetic resonance
imaging,6,7 near-infrared spectroscopy8 and inten-
sity imaging.9,10 However, the magnetic resonance
imaging and near-infrared spectroscopy are limited
by the spatial resolution, while the sensitivity and
precision of the intensity imaging are low.

On the other hand, researchers combine °uor-
escence lifetime measurement with microscopy and
build a powerful imaging technique called °uor-
escence lifetime imaging microscopy (FLIM), which
can be used to study cell microenvironment with
high spatial resolution and sensitivity.11 Obviously,
the precision and accuracy of °uorescence lifetime
measurements play a critical role in such studies.12

Here we focus the performance of a commonly used
FLIM technique which is based on time-correlated
single-photon counting (TCSPC) for lifetime mea-
surement.13 In the TCSPC-FLIM technique, the
least squares (Fitting) method is typically used in the
analysis of °uorescence lifetime. With this Fitting
method, the shortest °uorescence lifetime that can be
measured is often limited by the instrument response
function (IRF) of the detector used.13 However, for
many of the commercial TCSPC-FLIM system, the
IRF width is � 200ps,14 indicating that the shortest
lifetime that can be accurately measured with this
system is approximate to 200 ps. Unfortunately, this
is not su±cient for studying the lifetime shorter than
the IRF width. On the other hand, we notice that
another lifetime analysis method which relies on the
distribution of the ¯rst moment (M1) of the photon
arrival times15,16 may ¯nd promising applications in
such studies: the accuracy of lifetime calculation in
the M1 method can be much shorter than the IRF
width when the signal intensity is high.14 However,
there is almost no systematic investigation on the
capability and limitation of the M1 method in
TCSPC-FLIM. And, it is still unknown on how short
can we measure the °uorescence lifetime with theM1

method in a given TCSPC-FLIM system.

In this paper, through numerical simulation and
experimental analysis, we investigated the per-
formance of the M1 and the Fitting methods in
°uorescence lifetime analysis. We found that theM1

method provides much better performance than the
Fitting method in certain conditions.

2. Methods

2.1. Principles of the fitting

and M1 methods

In TCSPC-FLIM, laser pulses with short duration
(typically less than the IRF width of a TCSPC-
FLIM system) excite a °uorescent sample and the
consecutive °uorescence emission from the sample is
recorded. The °uorescence intensity pro¯le F ðtÞ,
which can be a single or multiexponential decay, is
de¯ned as17,18

F ðtÞ ¼
X
i

aie
�t=� i ;

X
i

ai ¼ 1; ð1Þ

where ai is the contribution and � i is the lifetime of
the component i. In real experiments, the detected
intensity pro¯le IðtÞ is the convolution product of
F ðtÞ, the °uorescence background and the IRF of
the TCSPC-FLIM system, and thus can be descri-
bed by14,17

IðtÞ ¼ ðF ðtÞ þ BackgroundÞ � IRF: ð2Þ
In most cases, the °uorescence lifetime � i can be

determined using the least squares ¯tting method to
successively minimize the di®erence between col-
lected °uorescence decays and the theoretical
intensity pro¯le IðtÞ. Hereafter this treatment is
called the Fitting method.

For calculating short lifetimes or tiny lifetime
changes, the ¯rst moment of the photon distri-
butions (M1) can be used. The M1 in a TCSPC-
FLIM system is de¯ned as16,19

M1 ¼
P

Niti
N

; ð3Þ

where ti is the time of the time channel i, Ni is the
number of photons in time channel i, and N is the
total number of the time channels. The °uorescence
lifetime � is obtained from the M1 di®erence
between the °uorescence decay (M1fluo) and the IRF
(M1IRF).

� ¼ M1fluo �M1IRF: ð4Þ
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2.2. Accuracy and precision
calculation

The accuracy of °uorescence lifetime measurement
is de¯ned as17

Accuracy ¼ �measured

� true
; ð5Þ

where � true is the true lifetime and �measured is the
measured lifetime obtained by the M1 or the Fitting
methods. According to statistical laws, the lifetime
is considered to be accurate when the accuracy is
between 0.9 and 1.1.17

For the precision of lifetime measurement, we
typically use the reduced chi-squared distribution
(�2) for the Fitting method.14,17,20

�2 ¼ 1

Q� p

Xn
k¼1

ðDk � IkÞ2
Dk

; ð6Þ

where Q is the number of data points, p is the
number of ¯tting parameters, D is the experimental
data points and I is the theoretical value. Note that
the expected average value of �2 is 1.

The precision of the M1 method can be deter-
mined by the standard deviation of the °uorescence
lifetime (��Þ, which can be calculated from the sum
of the standard deviation of M1fluo and M1IRF

21

�� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2
M1fluo

þ �2
M1IRF

q
: ð7Þ

2.3. Simulation and analysis
of FLIM data sets

To evaluate the accuracy and precision of the life-
time calculation by the Fitting and the M1

methods, a large number of data sets or photon
histograms with controlled and known parameters
were generated with a reported Monte Carlo
approach.22 First, the parameters were set, includ-
ing °uorescence lifetime, total photons, the number
of time channels, total time window and °uor-
escence background. Then, histograms were built
with these parameters according to the reported
Monte Carlo approach and Eq. (1). Note that the
time interval (t) in Eq. (1) is determined by the
total time window divided by the number of time
channel, and the total time window (12.5 ns in our
case) is limited by the repetition frequency of the
pulse laser. Finally, the convolution was applied to
the histograms generated in the previous step using

Eq. (2), which presents the °uorescence decay his-
tograms ready for further analysis. Here the IRF
was assumed to have a Gaussian shape whose full
width at half maximum (FWHM) was determined
experimentally (see Sec. 3.1).

Fluorescence lifetime can be calculated from
the simulated °uorescence decay histograms using
either the M1 method [see Eqs. (3) and (4)] or the
Fitting method. For the latter, the data set needs
to be written into the \.sdt" ¯le format that can
be analyzed with a commercial software called
SPCImage (version 3.2, Becker & Hickl). Further-
more, the �2 value was read from the SPCImage
software to show the precision of lifetime measure-
ment with the Fitting method. For the precision of
lifetime measurement using the M1 method, Eq. (7)
was used.

All analysis were performed with Matlab
(MathWorks) in a standard computer unless speci-
¯cally mentioned. For each data point, a total
number of 1000 simulated decays was used. And,
the histograms were generated only for single ex-
ponential °uorescence decay.

2.4. TCSPC-FLIM system

The lifetime measurement was from a recent
developed advantageous multispectral TCSPC-
FLIM system, where a 16-anode PMT detector
is used to provide simultaneous 16 wavelength
channels imaging without wavelength scanning.23

The system is based on an Olympus FV1000 con-
focal microscope, a frequency double pulse laser
(generated by the Ti:Sapphire femtosecond laser,
Mai Tai BB, Newport),24 a multi-spectral detector
(PML-Spec, Becker & Hickl) equipped with a 16-
channel PMT (Hamamatsu R5900U-01-L16) and a
polychromator (Oriel MS 125 77400), and a TCSPC
module (SPC-830, Becker & Hickl). The detector
is connected to a confocal detection port of the
FV1000 scan head via a multimode ¯ber (Pure
fused silica, 800�m core diameter). A detail des-
cription to the system can be found in one of our
previous papers.25

In this paper, Rhodamine B in dilute aqueous
solution was used as a calibration sample. For
this RhB solution, the excitation wavelength was
435 nm, the detection wavelength was 470�670 nm,
and the data acquisition was controlled by \single"
operation mode of the SPCM software (Becker &
Hickl). The FLIM data were analyzed with the
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SPCImage software (Becker & Hickl), Matlab
(MathWorks) or Origin (Microcal).

3. Results and Discussion

3.1. Determining the pro¯le and
timing stability of the IRF

The IRF pro¯le of a TCSPC-FLIM system is
required for calculating the °uorescence lifetime of
an unknown sample [see Eqs. (2) and (4)]. There-
fore, we tried di®erent approaches, including scat-
tering, re°ection26 and second harmonic generation
(SHG),27 to characterize the IRF of our TCSPC-
FLIM system. We found that the IRF measurement
using the SHG signal from Urea powder provides
the best data quality. A representative IRF pro¯le is
shown in Fig. 1(a). The IRF was found to have
FWHM of 191 ps, which is consistent with the
reported value in the literature (150�200 ps).14

On the other hand, it was reported that the
lifetime accuracy of an TCSPC-FLIM system is
limited by systematic timing errors rather than by
the photon statistics.19 Therefore, after 30min of
warm-up, we recorded a series of 10 IRF curves
within 10min, while for each measurement the data
acquisition time was 5 s.19 The total photon counts
for each measurement are � 8� 105. The drift of
the ¯rst moment (M1 drift) was calculated from the
curves, and the results are shown in Fig. 1(b). We
found that the meanM1 drift within 10min for 1024
time channels (2.3 ps) is larger than that for 4096
time channels (1.2 ps). These ¯ndings are consistent
with the results of Backer et al.19

3.2. Validating the quality
of the simulated data

In this paper, the °uorescence decay histograms
were generated using the Monte Carlo approach
reported by Spriet et al.14,22 In order to validate the
data quality, we ¯rstly generated a set of test his-
tograms with the following parameters: °uorescence
lifetime ¼ 2 ns, total photons ¼ 105, the number of
time channels ¼ 256, total time windows ¼ 12:5 ns,
°uorescence background ¼ 0. Then, noises that
follow a Poisson distribution were added to the
histograms, since the noise originated from photon
background follows Poisson distribution.28 Finally,
the simulated histograms were analyzed using the
commercial software SPCImage (version 3.2, Becker
& Hickl). This process was repeated 1000 times and
the mean °uorescence lifetime obtained from the
software was found to be the same as we expected
(2 ns). This ¯nding indicates that we can use the
Monte Carlo approach to generate more simulated
histograms for further studies.

3.3. Determining the accuracy and

precision of °uorescence lifetime
measurement with extremely high

signal intensity

We used simulated °uorescence histograms where
the lifetime varies from 0.02 to 5 ns to investigate
the accuracy and precision of °uorescence lifetime
measurement. To ensure a su±cient high signal
quality, the total photons for each decay were set to
be 105. The results are shown in Fig. 2.

(a) (b)

Fig. 1. (a) The IRF pro¯le of our TCSPC-FLIM system, and (b) the M1 drift recorded with di®erent time channels.

L. Xu et al.
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Before making any further analysis with the
Fitting method, we need to identify what par-
ameters should be used to evaluate the goodness of
¯t. As discussed in Sec. 2.2, the reduced chi-squared
distribution (�2) is often used to evaluate the

precision of the Fitting method [see Eq. (6)].
Theoretically, considering that the N (equals to
the number of time channels) is su±ciently large
(typically larger than 100) and the p is relatively
small (less than 5 for single exponential decay), the

(a) (d)

(b) (e)

(c) (f)

Fig. 2. The accuracy and precision of lifetime measurement using the Fitting and the M1 methods. The signal N ¼ 105, and the
data are from 1000 repeated measurements.
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calculated °uorescence lifetime is reliable only when
the �2 is smaller than 1.5 (at the 0.1% signi¯cance
level).29 However, the user's handbook of the
SPCImage software shows that the calculated °u-
orescence lifetime is still acceptable when the �2 is
smaller than 2.5. Note that the reasons are not
explained in that handbook. Here we adopt the
latter value for quantifying the goodness of ¯t.

From the left column in Fig. 2, we found that the
accuracy of the lifetime measured from the Fitting
method is su±cient when the lifetime is longer than
100ps; however, the precision from such measure-
ments is acceptable when the lifetime is at least 400 ps.
Therefore, the shortest measurable lifetime which can
be determined by the Fitting method is �400 ps,
which is about two times the IRF of the system.

The right column shows the results for the M1

method. We found that °uorescence lifetime can be
determined with su±cient accuracy and precision if
the lifetime is between 70 ps and 3 ns. This suggests
that theM1 method is a good complimentary for the
Fitting method by extending the shortest reliable
lifetime measurement from 400 to 70 ps. For life-
times shorter than 70 ps, the M1 method is still not
applicable.

3.4. Determining the accuracy of

°uorescence lifetime measurement

with a ¯xed °uorescence lifetime

To investigate the dependence of the accuracy of
lifetime measurement on the signal intensity, we
simulated a series of °uorescence decay histograms
where the °uorescence lifetime was set to be 1.6 ns.
The lifetime value was chosen for the following two
reasons: (1) suitable for applying both the Fitting
and the M1 methods, (2) accessible from exper-
imental measurement (that is, Rhodamine B in
dilute aqueous solution in this study). The results
are shown in Fig. 3 which were obtained by stat-
istical analysis of 1000 decay curves.

For the lifetime analysis using the Fitting
method, we found that the accuracy depends not
only on the signal intensity, but also on the number
of time channels. If more time channels are used,
the required minimal signal intensity should be
increased signi¯cantly to keep the same accuracy
and/or precision. For example, for obtaining a life-
time with a good accuracy (1:60� 0:03 ns), a total
number of 2� 103 photons is su±cient under 256

time channels, while the signal should be increased
to �2� 104 photons when 4096 time channels are
used [see Figs. 3(a) and 3(c)]. On the other hand,
for the lifetime analysis using the M1 method, we
found with surprise that the accuracy depends nei-
ther on the signal intensity nor on the number
of time channels, while the precision decreases
with the signal intensity for all the three cases [see
Figs. 3(d)�3(f), or see Sec. 3.5 for more details].

The ¯ndings above demonstrate that the M1

method is better than the Fitting method when
the signal is weak. However, we should keep in
mind that the M1 method is unfortunately sensitive
to °uorescence background. Therefore, we need to
perform proper background reduction before apply-
ing theM1 method to analyze the °uorescence decay
histograms.

3.5. The dependence between signal

intensity and lifetime precision

In the previous section, the relations between life-
time precision and signal intensity were shown for
di®erent time channels separately, which is not
su±cient to obtain a whole map on such relations.
Here we investigate such relations with data not
only from simulation, but also from experimental
measurements and theoretical calculations. We
found that the lifetime precision depends on both
the signal intensity and the number of time chan-
nels if the Fitting method is used [see Fig. 4(a)],
while for the M1 method the lifetime precision
depends mainly on the signal intensity [see Fig. 4
(b)]. These ¯ndings are consistent with those in
Sec. 3.4.

Furthermore, as can be seen from Fig. 4(c), there
is a good agreement between the simulated and
experimental precision for Rhodamine B in aqueous
solution, while the theoretical precision (�� ¼
�=

ffiffiffiffiffi
N

p Þ.14 is � 2 times overestimated for di®erent
signal intensities. Nevertheless, we can still for-
mulate the lifetime precision as a function about the
total signal intensity, which would be useful for
characterizing the measurement quality for further
experiments. From both the simulated and exper-
imental data, the function is:

logðNcountÞ ¼ �1:015� logð��Þ þ 6:663; ð8Þ
where Ncount is the total signal intensity and �� is
the lifetime precision obtained by the M1 method.

L. Xu et al.
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(a) (d)

(b) (e)

(c) (f)

Fig. 3. Accuracy and precision of the lifetime measurement under di®erent signal intensities and di®erent number of time channels.
Results from the Fitting and the M1 methods are shown in the left and right column, respectively. The statistics is from 1000
repeated analysis, and the error bars represent the standard deviation of the corresponding lifetime values.
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4. Conclusion

In this study, we compared the capability of the ¯rst
moment ðM1Þ method with the conventional least
squares ¯tting method in quantifying °uorescence
lifetime. Through simulation study, we found that
the M1 method is capable of analyzing lifetime
between 70 ps and 3 ns with satisfactory accuracy
and precision. We also observed that, unlike the
Fitting method, the performance of the M1 method
has no obvious dependence on the signal intensity
and the number of time channels. Furthermore, we
discovered that the M1 method is more superior
than the Fitting method if (1) the lifetime is
between 70 ps and 400 ps, or (2) the signal intensity
is <103 photons. We believe this research will pro-
vide promising opportunities for applying the
TCSPC-FLIM technique in studying the cell
microenvironment with high spatial resolution,
sensitivity and precision.
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