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All-optical object identification and three-
dimensional reconstruction based on optical
computing metasurface
Dingyu Xu1, Wenhao Xu2, Qiang Yang1, Wenshuai Zhang1,
Shuangchun Wen1 and Hailu Luo1*

Object identification and three-dimensional reconstruction techniques are always attractive research interests in machine
vision,  virtual  reality,  augmented reality,  and biomedical  engineering.  Optical  computing  metasurface,  as  a  two-dimen-
sional artificial design component, has displayed the supernormal character of controlling phase, amplitude, polarization,
and  frequency  distributions  of  the  light  beam,  capable  of  performing  mathematical  operations  on  the  input  light  field.
Here, we propose and demonstrate an all-optical object identification technique based on optical computing metasurface,
and apply it to 3D reconstruction. Unlike traditional mechanisms, this scheme reduces memory consumption in the pro-
cessing of the contour surface extraction. The identification and reconstruction of experimental results from high-contrast
and low-contrast objects agree well with the real objects. The exploration of the all-optical object identification and 3D re-
construction techniques provides potential applications of high efficiencies, low consumption, and compact systems.
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 Introduction
As object  identification  and  three-dimensional  (3D)  re-
construction techniques  become  essential  in  various  re-
verse engineering,  artificial  intelligence,  medical  dia-
gnosis, and  industrial  production  fields,  there  is  an  in-
creasing  focus  on  seeking  vastly  efficient,  faster  speed,
and more  integrated  methods  that  can  simplify  pro-
cessing1−6.  In  the  current  field  of  object  recognition  and
3D reconstruction,  extracting  sample  contour  informa-
tion is  primarily  accomplished  by  various  computer  al-
gorithms7,8. While  traditional  computer  processors  suf-
fer from  multiple  constraints,  such  as  high  power  con-

sumption, low-speed  operation,  and  complex  al-
gorithms9,10. In this regard, there has recently been grow-
ing attention  in  searching  for  alternative  optical  meth-
ods  to  perform  those  techniques.  The  development  of
optical theory and image processing has provided a more
complete  theoretical  basis  for  object  identification  and
3D reconstruction techniques. Optical methods have re-
ceived  more  attention  as  an  alternative  paradigm  than
traditional  mechanisms  in  recent  years  due  to  their
enormous advantages of ultra-fast operation speed, high
integration, and low latency11−17.

As two-dimensional  nanostructures  engineered at  the 
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subwavelength scales,  metasurfaces  have  exhibited  re-
markable  capabilities  in the revolutionary developments
in  optics18−22,  which  can  effectively  simplify  and  deeply
integrate the footprint of the optical systems. In practical
applications, metasurfaces have shown the ability to effi-
ciently manipulate several parameters of light, such as its
phase23,24 and polarization state25−27. As a result, metasur-
faces are employed in numerous potential fields, such as
optical analog computing12,28−32, optical cryptography33−35,
optical devices designing36,37, signal manipulation38,39, mi-
croscopy  imaging40,  optical  imaging14,41−44, and  nano-
painting45. Inspired  by  recently  introduced  optical  ana-
log computing and metasurface, we design and fabricate
an optical  computing  metasurface  that  promotes  devel-
opment  in  imaging  processing  and  3D  reconstruction.
Different from the  previous  metasurface-based  3D ima-
ging  research4,46,47,  this  method  relies  on  optical  analog
computing  to  obtain  the  counter  information of  objects
and can achieve  the  object  identification and 3D recon-
struction  of  both  high-  contrast  as  well  as  low-contrast
objects,  which  may  provide  an  unique  application  of
metasurface-based optical  analog  computing.  In  this  re-
gime, optical computing metasurface, as an artificial op-
tical component, realizes the mathematical operations of
the incident light fields by controlling a phase of the in-
put electromagnetic field48.

In this paper, we show that parts of the applications in
the field of optical computing metasurface can be used in
object  identification  and  3D  reconstruction  techniques
for the purpose of establishing a faster, more convenient,
and miniaturized processing system.  In previous  optical
computing metasurface research, mainly achieved image
edge  detection31,42,  and  few  have  extended  it  to  object
identification and 3D reconstruction. Our approach can
be not only effective for high-contrast objects but also for
low-contrast  objects  that  are  challenging  to  observe.
Moreover, this system only relies on the contour inform-
ation  of  the  object  to  perform  object  identification  and
3D  reconstruction  processing.  Meanwhile,  an  optical
computing metasurface  for  contour  extraction  can  per-
form the task with high speed, low loss, and real-time. As
a  result,  we  demonstrate  an  experimental  realization  of
all-optical  object  identification  and  3D  reconstruction
based  on  the  optical  computing  metasurface,  including
high-contrast and low-contrast objects. Due to the artifi-
cially  designed  subwavelength  structures,  this  optical
computing  metasurface  system  can  easily  be  integrated
and miniaturized.

 Theory
The  principle  of  the  object  identification  system  is
schematically illustrated in Fig. 1(a). When the observed
object is added to the system, the system can output the
contour  information about  the  object  by  way  of  the  all-
optical method, which has a high processing speed. This
system not only has object identification ability but also
can  be  extended  to  the  all-optical  3D  reconstruction
technology.  By  recombining  different  projection  images
of the  observed  object,  a  3D  model  of  the  observed  ob-
ject can be obtained, whether it is a high-contrast object
or  a  low-contrast  object  [Fig. 1(b)]. Theoretically  speak-
ing, the 3D contour surface of a high-contrast object can
be  regarded  as  a  superposition  of  infinite  two-dimen-
sional contours. Therefore, based on the object identific-
ation system, an all-optical 3D reconstruction scheme is
proposed in this work. For low-contrast objects, a 3D re-
construction model can be acquired by breaking the or-
thogonal  bias  technique.  The  scheme  details  of  the  3D
reconstruction  low-contrast  object  can  be  found  in  the
Supplementary information.

To begin  with,  we  study  the  theoretical  generation  of
this  all-optical  system.  The  experimental  scheme  of  the
object  identification  capability  is  displayed  in Fig. 2(a).
While the object is put into the light path, the input light
beam  irradiates  the  object  and  passes  through  the  first
Glan laser polarizer (GLP) to obtain a linearly polarized
light, which can be simply written as 

E1 (x, y) = Eip (x, y)
[ 1
0

]
, (1)

Eip(x, y)where  represents  the  input  optical  field.  Then
the light  beam  carrying  the  information  about  the  ob-
served object directly passes through the optical comput-
ing metasurface. The Jones matrix of the optical comput-
ing metasurface can be expressed as49
 

MJ =

[
cos2θ sin2θ
sin2θ −cos2θ

]
, (2)

θ = πx/Γ
Γ

x

where  refers  to  the  optical  axis  angle  of  the
metasurface,  is  the period of  the phase gradient along
the  axis. Under the control of the spin Hall effect intro-
duced  by  this  optical  computing  metasurface,  linearly
polarized light will  be converted into left-  and right-cir-
cularly  polarized  light  with  the  same  displacements  in
opposite  directions50−53.  Thus,  the  optical  field  after  the
light beam hits the metasurface can be obtained (see the
Section  1  of  Supplemental  information  for  calculations
details) 

Xu DY et al. Opto-Electron Adv  6, 230120 (2023) https://doi.org/10.29026/oea.2023.230120

230120-2

 



EopM = Eip (x+ δx, y)
[ 1

i

]
+Eip (x− δx, y)

[ 1
−i

]
, (3)[

1 ±i
]T
/
√
2

δx = λf/Γ

λ f

where  are  the  left-  and  right-circularly
polarized  light,  respectively.  is the  displace-
ment  introduced  by  the  optical  computing  metasurface,

 is the wavelength of the light source, and  refers to the
focal length of the lens in this expression. Eventually,  to
filter out the useless polarized light, the optical axis angle
Ψ of  the  second  GLP  is  rotated  to  be  orthogonal  to  the
optical  axis  of  the  first  GLP.  After  the  propagation
through  the  second  GLP,  the  final  output  field  of  the
whole system can be given as 

Eop = [Eip (x+ δx, y)− Eip (x− δx, y)]
[ 0

i

]
. (4)

δx Eop(x, y)
Since  the  dimensions  of  objects  are  much  more  than

the displacements  in Eq.  (4),  can be approx-
imately rewritten as 

Eop (x, y) ≈ iδx
∂Eip (x, y)

∂x
. (5)

According to Eq. (5), it can be found that the linearly
polarized light formed by overlapping the left- and right-
circularly polarized light is separated by the second GLP,
leaving  only  the  contour  information  of  the  object  at  a
certain angle. By filtrating unnecessary polarization com-

ponents, clearer images with enhanced contrast and res-
olution can be obtained.

Eip(x, y) = exp [iϕ( x, y )]

Except for high-contrast objects analyzed above, there
are also low-contrast objects that are tough to recognize
and  reconstruct  in  real-life  scenarios.  These  low-con-
trast objects are often difficult to observe directly due to
their minuscule  changes  in  intensity,  making  them  al-
most  invisible  in  bright  fields.  Thus,  there  is  an  urgent
need to realize a fast and accurate technology to identify
low-contrast objects.  The expression of the low-contrast
object  can  be  considered  as ,
submitting it into Eq. (5), the output field of a low-con-
trast object can be obtained as 

Eop (x, y) = −δxexp [iϕ (x, y)]
∂ϕ (x, y)

∂x
. (6)

This operation calculates  the  phase  gradient  of  incid-
ent low-contrast objects, which can be employed for ob-
ject  identification.  Since  the  complex  characteristics  of
low-contrast objects and rotating them cannot attain the
same 3D reconstruction  model  as  high-contrast  objects,
we  note  that  different  phase  delays  generated  by  them
would  help  us  to  reconstruct  their  3D  model.  For  this
reason,  we  need  to  rely  on  the  relationship  between
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Fig. 1 | Scheme illustration of object identification and all-optical 3D reconstruction system. (a) A contour surface image of the object can

be obtained in a single processing of the system. (b) High-contrast objects and low-contrast objects can be reconstructed by this all-optical com-

puting metasurface system.
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phase delays and thickness,  this connection between the
thickness and phase delays of the low-contrast object has
been determined as the following 

ϕ =
2π
λ

(ng − na) d, (7)

d

λ
632.8 nm ng,a

Iop(x, y)  = |Eop( x, y )|2

β

where  refers to the distance traveled by the light beam
when passing through the object,  which is  the thickness
of the object.  is the wavelength of the light beam, which
used in this system is .  are the refractive in-
dex of the glass substrate and air, respectively. This con-
nection has not  been previously employed in 3D recon-
struction.  According  to Eq.  (6) and  the  expression  of

,  it  can  be  known  that  the  whole
phase  information,  including  signs  and  phase  gradient,
generated  by  low-contrast  objects  cannot  be  obtained
through  one  contour  image  captured  by  a  charge-
coupled  device  (CCD)  camera,  because  the  signs  of  the
phase  cannot  be  determined.  To  solve  this  problem,
breaking the orthogonal  bias  3D reconstruction method
has  been  employed  to  distinguish  the  different  signs  of
the phase in this  scheme.  This  method just  needs to ro-
tate  the  second  GLP  in Fig. 2(a) by  a  small  angle  to
break  the  state  of  orthogonal  polarization  with  the  first
GLP,  and the output  light  field of  the whole system can
be rewritten as 

E±β
op (x, y) = exp [iϕ (x, y)]

[
−δxcosβ

∂ϕ (x, y)
∂x

∓ sinβ
]
.

(8)

β
Subsequently,  subtracting  the  results  of  the  positive

and negative rotation angles  can get the formula about
the  phase  gradient  (the  specific  details  can  be  found  in
the Section 4 of the Supplemental information)
 

∇p =

√
Iop (x, y)
−δx

sgn
(∣∣Eβ

op (x, y)
∣∣2 − ∣∣E−β

op (x, y)
∣∣2) .

(9)

 Results and discussion

 Experiment

4f

To  experimentally  achieve  object  identification,  the
whole identification system is the purple part in Fig. 2(a),
which is only composed of four traditional optical com-
ponents  and  an  artificially  designed  metasurface.  Two
lenses  are  used  to  consist  of  a  system and their  focal
length are  both 175 mm. The object  is  irradiated by the
He-Ne laser beam with the wavelength of 632.8 nm, and
the first  GLP  converts  the  input  light  carrying  the  in-
formation of this object to the horizontal linearly polar-
ized  light.  The  observed  object  and  the  metasurface  are
placed in front of and behind one focal length of the first
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Fig. 2 | Experimental demonstration of object identification ability. (a) Schematic diagram of the experimental optical path for object identific-

ation. L: lens; GLP: Glan laser polarizer; MS: the optical computing metasurface; CCD: charge-coupled device. Two lenses with focal lengths of

175 mm form a 4f system. He-Ne laser beam with wavelength λ = 632.8 nm is chosen as the experimental laser source. (b) The theory intensity

distribution in planes 1 and 2, respectively. (c–d) Theoretical object identification results of high- and low-contrast objects. respectively. The first,

second, and third rows represent the theoretical original, x-direction contours, and y-direction contours of those two types of objects, respectively.

(e–f) Part of experimental identification results of high- and low-contrast objects, respectively. The first, second, and third rows represent the ex-

perimental the ordinary images, as well as the contour surfaces along the x axis and y axis of two types of objects, respectively.
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δx

lens, respectively,  which  equals 175  mm  in  this  experi-
ment. When light impacts the optical computing metas-
urface, the nanostructures of the metasurface would ma-
nipulate  the  polarization  components  contained  in  the
light  beam  by  changing  the  phase  information  of  the
light  beam.  The  pure  linearly  polarized  light  image
would transform into left- and right-circularly polarized
light  images  with  the  same  tiny  shift  but  in  opposite
orientations. The  overlapped  parts  of  the  image  are  in-
capable of passing through the second GLP whose optic-
al  axis  is  orthogonal  to  the  first  GLP.  Ultimately,  the
single contour surface information of the object is recor-
ded  by  a  CCD  camera  which  is  set  behind  the  focal
length  of  the  second  lens  in Fig. 2(a).  When  the  input
light  beam  in  plane  1  passes  through  the  whole  optical
system and reaches plane 2, its intensity distribution will
change from one spot to two split spots in Fig. 2(b).

x y

ℏ

Although  the  optical  computing  metasurface  used  in
this  system  only  can  detect  one-dimensional  contours,
the contour surface in another dimension can be able to
extracted by rotating the optical  computing metasurface
along the direction perpendicular to the propagation dir-
ection  of  the  light  path.  As  the  first  example  of  object
identification,  we  consider  the  high-  and  low-contrast
objects  theoretically  in Fig. 2(c−d). Figure 2(c1−d3) ex-
hibit the ordinary images, as well as the contour surfaces
along the  axis and  axis of high- and low-contrast ob-
jects,  respectively.  The  processed  results  by  the  whole
system  display  the  enhanced  contour  surfaces,  which
eliminate almost  useless  background  data  and  signific-
antly simplify the extraction process of contour surfaces.
While one red bean and low-contrast object  have been
used to  demonstrate  object  identification  ability  in  ex-
perimentation, their results display that the system is ex-
perimentally feasible. To further verify the object identi-
fication  capability  of  this  system,  we  select  a  variety  of
high- and low-contrast objects for verification, including
different kinds of objects and different individuals in the
same kind. The detailed scheme and results can be found
in  Section  3  of  the  Supplemental  information.  This
scheme is capable of identifying an object by the speed of
light,  which  is  critically  significant  for  real-time  object
identification.

As  mentioned  above,  a  3D  model  of  a  high-contrast
object can be reconstructed by continuously superimpos-
ing the  two-dimensional  contours.  Therefore,  to  con-
firm the feasibility of the 3D reconstruction in the above
scheme,  take a  sphere in Fig. 3(a) as an example.  By ro-

360

632.8 nm

tating the object at  equal intervals  in the optical  system,
multiple contour results of the object on different projec-
tion  planes  can  be  captured  by  the  CCD  camera,  as
shown  in Fig. 3(b). Finally,  the  3D  experimental  recon-
struction model of the high-contrast object can be recon-
structed by  rearranging  and  combining  the  whole  con-
tour  information  [Fig. 3(c)].  The  fixed  storage  platform
in Fig. 2(a) is replaced by a  continuous rotating plat-
form (Thorlabs CR1) to produce those projection results
about the high-contrast object on different planes in this
experiment. The light source here is still the He-Ne laser
beam  with  a  wavelength  of . The  contour  sur-
faces  of  the  measured object  at  different  rotation angles
are captured by a CCD camera. These projection images
reserve  different  features  about  the  object,  which  helps
reconstruct  the  corresponding  3D  model.  In  the  end,
taking advantage of  the computer program to rearrange
the images of different angles, a 3D experimental recon-
struction model that retains the contour surface inform-
ation of the object can be obtained.  In Fig. 3(d−e), cori-
ander  seed,  mushroom  model,  and  lollipop  model  have
been  used  to  demonstrate  this  reconstructed  process.
The  second line  in Fig. 3 is  the  original  images  of  those
three  objects  captured  by  a  camera,  as  well  as  the  third
and the last lines in Fig. 3 represent the 3D experimental
reconstruction model using the interval angles of 16° and
4°, respectively. It can be found that the contour inform-
ation  of  the  reconstructed  model  has  already  fitted  well
with  the  corresponding  contour  information  of  the  real
one  even  when  the  interval  angles  are  relatively  large.
Theoretically speaking, the smaller the spacing angle, the
more  accurate  the  reconstructed  model  is.  As  proof-of-
concept demonstrations, only using the limited contours
to illustrate  the  feasibility  of  this  scheme  for  3D  recon-
struction,  the  experiment  results  demonstrate  that  this
technique is facilitative and accurate.

Without loss of generality, we also focus on high-con-
trast  objects  with  complex  contour  surfaces.  For  some
high-contrast objects  with  complex  surfaces,  the  3D  re-
construction method by rotating objects is no longer ap-
plicable. Therefore,  we  propose  another  3D  reconstruc-
tion method by slicing objects. The process is also imple-
mentable with our platform because its 3D experimental
reconstruction model  can  be  reconstructed  by  superim-
posing those results of slices in different planes. Taking a
sphere  in Fig. 4(a) as  an  example,  objects  are  sliced  at
tiny intervals,  and multiple contour results  of  the object
on different projection planes can be captured by a CCD
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camera,  as  shown  in Fig. 4(b). Finally,  the  3D  experi-
mental reconstruction model of the high-contrast object
can be reconstructed by rearranging and combining the
whole contour information [Fig. 4(c)]. Theoretically, the
higher the precision of  the slicing process,  the more ac-
curate the reconstructed 3D model will  be.  As proof-of-
concept  demonstrations,  some  simple  geometries  with
distinct  features,  such  as  groove,  land,  and  boss  have
been  used  to  verify  this  experiment  in Fig. 4(d1–f1).  By
slicing these  three  objects  to  obtain  their  contour  in-
formation on different  planes,  rearranging and combin-
ing those contour information, and finally obtaining the
3D  experimental  reconstruction  model  about  them  in
Fig. 4(d2–f2).  Whether it's  a groove with a notch on the
inside, a raised boss on the outside, or a beveled land, the
shapes  and  sizes  of  3D  experimental  reconstruction
models  are  in good agreement with the original  objects.
This method has potential application for the 3D recon-
struction of objects with complex surfaces or complex in-
ternal structures.

To demonstrate  the  performance  of  this  technique  in

the  3D reconstruction field,  for  the  second example,  we
considered  3D  reconstruction  of  low-contrast  objects.
Owing to  the  unique  characteristics  of  low-contrast  ob-
jects, such as their lack of distinct boundaries and subtle
variations in color and texture, the process of 3D recon-
structing  them  is  considerably  intricate  and  challenging
in  comparison  to  high-contrast  objects.  In  contrast  to
high-contrast  objects  that  can  be  easily  captured  using
the aforementioned  technique  of  object  rotation,  an  al-
ternative  method  is  required  for  determining  thickness
in the 3D reconstruction of low-contrast  objects.  In this
regard, we propose a phase-related technology for recon-
structing such  objects  and  have  successfully  demon-
strated  its  efficacy  through  experimentation.  To  realize
this technology, we need to place the low-contrast object
at the front focal length of the first lens in Fig. 2(a), and
then obtain a uniform contour result of the low-contrast
object by rotating the second GLP close to the CCD cam-
era to an orthogonal state for the first GLP. Then, taking
the orthogonal state as the benchmark, the optical axis of
the second GLP is rotated clockwise and counterclockwise
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Fig. 3 | Experimental demonstrations of an all-optical 3D high-contrast object reconstruction system. (a) Schematic diagram of the all-op-

tical high-contrast object 3D reconstruction. Different color planes represent different projection planes. (b) Contour information results of an ob-

served object on different projection planes in (a). (c) The 3D model reconstructed by recombining the different projection results captured in (b).

(d1–d3) The origin image, the 3D experimental reconstruction models of rotation interval angle are 16° and 4° of coriander seed, respectively.

(e1–f3) 3D experimental reconstruction models of the mushroom model and lollipop model with the same type as (d1–d3).
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β
β

by an angle  to obtain two nonuniform contour results
that  break  the  orthogonal  bias  state,  here  we  chose  as
1°,  the relevant experimental  results  captured by a CCD
camera  are  shown  in Fig. 5(a1) and Fig. 5(a3), respect-
ively. Subsequently,  subtracting the two images then ac-
quires a result [Fig. 5(a4)] that includes the sign informa-
tion  of  phase  gradient  indicated  in Eq.  (9). Taking  ad-
vantage of  the  contour  intensity  distribution  under  or-
thogonal  bias  in Fig. 5(a2), one-dimensional  phase  in-
formation can  be  obtained.  The  intensity  curves  ob-
tained  along  the  vertical  black  dashed  lines  in  the  low-
contrast  image  of Fig. 5(a1–a4) are  given  in Fig.
5(b1–b4).  Another dimension phase information can be
afforded by rotating the optical  computing metasurface,
which is manifested in Fig. 5(c1–c4). The corresponding
horizontal intensity curves of the low-contrast image are

240 nm

217 nm

in Fig. 5(d1–d4). Finally, by processing the results of the
phase  gradient  images  in  two  vertical  dimensions  in Fi.
5(a4) and Fig. 5(d4),  the  3D  reconstruction  of  low-con-
trast objects  has  been  realized  successfully.  The  3D  ex-
perimental  reconstruction  model  is  shown  in Fig. 5(e),
the  thickness  of  it  is  approximately . As  indic-
ated  by Fig. 5(f–g),  the  SEM  images  of  some  samples
show the sample surface and the writing depth, respect-
ively. Different writing depths can provide various phase
retardation, Fig. 5(g) exhibits  that  the  writing  depth  of
the prepared  low-contrast  object  sample  is  approxim-
ately  about , which demonstrates  that  the  3D re-
construction  model  of  low-contrast  in  the  experimental
is in good agreement with the prepared one (the specific
details can be found in the Section 4 of the Supplemental
information).

 

−1.0
−0.30

−0.30
−0.15

0
0.15

0.30
−0.15

0 0.15
0.30

−1.0−0.500.51.0
−0.5

y (m
m) y (m

m)x (mm)
x (mm)

0 0.5
1.0−1.0

−0.5

0

0.5

1.0
1

1

2

2

3

3

4

4

n

n

z
 (

m
m

)

z
 (

m
m

)

a

b

d1 d2

e1

f1

−1.0−1.0−0.500.51.0
−0.5

y (m
m)

x (mm)

0 0.5
1.0−1.0

−0.5

0

0.5

1.0

z
 (

m
m

)

c

0
0.1

0.2

0.3

0.4

−0.30

−0.30
−0.15

0 0.15
0.30

−0.15
0 0.15

0.30

y (m
m)x (mm)

z
 (

m
m

)

e2

0
0.1

0.2

0.3

0.4

0.2

−0.2
−0.1

0 0.1
0.2

0.1
0 −0.1

−0.2

y (m
m)x (mm)

z
 (

m
m

)

f2

0
0.1

0.2

0.3

0.4

Object 3D experimental reconstruction models

Fig. 4 | Experimental  scheme  of  3D  reconstruction  about  the  high-contrast  object  with  complex  surface. (a)  The  3D  reconstruction

scheme relies on discretizing the target object into 2D slices with small gaps between them. (b) Contour information contained in every slice of an

observed object would be captured. (c) The 3D model is reconstructed by recombining the different projection results captured in (b). (d–f) Ori-

ginal and 3D experimental reconstruction models of grooves, lands, and bosses, respectively. Scale bar, 200 μm.
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 Fabrication of optical computing metasurface and
low-contrast objects
The manufacture of the optical computing metasurface is
fabricated by writing strip-like  nanostructure at  200 μm
below the surface of a silica glass sample by focusing the
femtosecond pulse laser beam. After being irradiated by
the  femtosecond  pulse  laser  beam,  the  uniform  silica

SiO2

SiO(2−2x) + xO2

glass  sample  ( )  would  decompose  into  the  porous
glass  [ ].  The  intensity  of  the  irradiated
pulse laser  beam  can  control  the  refractive  index.  Con-
sequently,  the modulation of the refractive index can be
accomplished by periodically varying the intensity of the
irradiated  laser  beam,  and  achieving  periodic  control  of
generating  the  strip-like  nanostructures.  The  local
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Fig. 5 | Experimental  results of  all-optical  3D low-contrast  object  reconstruction system. (a1−a3)  The images of  the nonuniform contour

images obtained by rotating the angle β , 0°, and −β of the second GLP, along the y direction, respectively. (a4) The phase gradient result is sup-

plied by subtracting (a1) and (a3) along the y direction. (b1−b4) The intensity distributions of images (a1–a4) at black dashed line. The horizontal

and vertical coordinates represent pixels and intensity, respectively. (c1−d4) The same results of (a1−b4) along the  direction. (e) The 3D exper-

imental reconstruction model of the low-contrast object. (f) The SEM image of the partial sample surface. Scale bar, 50 μm. (g) The SEM image

of the etching depth about the low-contrast object.
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SiO2

directions of the optical computing metasurface are ver-
tical and parallel to the nanostructures, respectively. The
optical  computing  metasurface  can  be  considered  as  a
half-wave plate with homogeneous phase retardation be-
cause the characteristic dimension of the optical comput-
ing  metasurfaces  nanostructures  is  much  smaller  than
the wavelength, the details can be found in the Section 2
of the  Supplemental  information.  The  low-contrast  ob-
ject samples used in this work have been prepared by the
photolithography method, some pattern has been etched
on the  500  μm-thickness,  50  mm-diameter  nearly  circle
glass substrate,  and  then  the  remaining  substrate  is  ap-
plied with . The etching area is approximately about
33 mm ×  33 mm.

 Conclusions
In conclusion,  we have established a mechanism for all-
optical object identification based on the optical comput-
ing metasurface as well as a 3D reconstruction technique.
Utilization of  this  scheme,  we  experimentally  demon-
strated  that  the  system  could  not  only  identify  diverse
sample  information  but  also  pick  up  defective  products
in the same type of objects, whether in high-contrast ob-
jects or low-contrast objects. This operation significantly
improves  the  identification  speed  and  reduces  the
memory consumption in the process.  Our findings hold
great  promise  for  future  applications  in  fields  such  as
medical imaging and industrial inspection. Furthermore,
we  exploit  this  feature  to  reconstruct  the  model  of  the
high-contrast samples  with  a  complex  outline  by  rotat-
ing  samples,  and  to  reconstruct  low-contrast  sample
models that  are  difficult  to  observe  by  breaking  ortho-
gonal bias. Whether in biomedicine or manufacturing, a
complete  3D  reconstruction  simulated  model  can
quickly realize the simulation analysis of the samples. We
anticipate that the exploitation of this proposed all-optic-
al  processing  technology  can  bring  novel  opportunities
for more efficient, convenient, and reliable object recog-
nition  as  well  as  3D  model  reconstruction.  We  believe
that  this  work  will  pave  the  way  for  breakthroughs  in
imaging  processing  and  industrial  inspection  areas  and
drive innovation  across  a  wide  range  of  3D  reconstruc-
tion industries.
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