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In this paper, we propose a new visual tracking method in light of salience information and deep learning. Salience detec-
tion is used to exploit features with salient information of the image. Complicated representations of image features can
be gained by the function of every layer in convolution neural network (CNN). The characteristic of biology vision in atten-
tion-based salience is similar to the neuroscience features of convolution neural network. This motivates us to improve
the representation ability of CNN with functions of salience detection. We adopt the fully-convolution networks (FCNs) to 
perform salience detection. We take parts of the network structure to perform salience extraction, which promotes the 
classification ability of the model. The network we propose shows great performance in tracking with the salient infor-
mation. Compared with other excellent algorithms, our algorithm can track the target better in the open tracking datasets.
We realize the 0.5592 accuracy on visual object tracking 2015 (VOT15） dataset. For unmanned aerial vehicle 123 
(UAV123) dataset, the precision and success rate of our tracker is 0.710 and 0.429. 
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Introduction 

Visual tracking is a fundamental problem in computer 
vision with wide-spread applications in many areas such 
as auto driving, trajectory guidance, robot navigation, 
surveillance systems and so on. With the development of 
artificial intelligence, there are urgent needs of highly 
efficient and robust visual tracking algorithms. Although 
much great progress in visual tracking has been made 
with a wide range of new methods like MD-CNNs (mul-
ti-domain convolution neural network)1, considerable 
challenges still exist such as pose variation, severe occlu-
sion, and background clutters. Existing appearance-based 
tracking methods adopt either generative models or dis-
criminative models2 to distinguish the foreground from 
the background. Generative methods generate objects 
representations with appearance models, and the object is 
the region in the image most similar to the appearance 

models. After static appearance models are applied to 
tracking, online appearance models updated 
frame-by-frame have also been presented. Nowadays, 
static appearance models are used for visual tracking 
mostly because the initial location and appearance of the 
object are given for tracking. Under most circumstances, 
objects change a lot compared with the initials after 
tracking for a long time. Consequently, drift occurs and 
the methods could not be kept stable. Correlation filter3 is 
a kind of classic and effective generative method for 
tracking. These methods show great success in this field.  

Aside from generative methods, discriminative meth-
ods track objects with a binary classification principle to 
distinguish the target from the background. These meth-
ods extract the typical and predefined features of both the 
target and background to exploit the information of the 
image. The traditional classifiers such as random forest4 
and support vector machine (SVM)5 are often used in 
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discriminative methods for tracking. It’s worth noting 
that the traditional classifiers lack the strong power to 
extract features. Features are important in the field of 
computer vision but the simple principles of these classi-
fiers lead to a deficiency in representing the target. For 
visual tracking, the images can be sent into the network 
directly. Compared with these classifiers, it’s apt to per-
form end-to-end tracking with deep models.  

Recently deep learning methods have boosted the 
overall performance greatly in computer vision tasks in-
cluding visual tracking. These methods explore the usage 
of autoencoder6, RNN7 and other deep learning models in 
online tracking. CNN8 has been used in various computer 
vision fields and shown state-of-the-art performances. 
Learning from the biological neuron, CNN’s structure 
and principle are similar to the actual biological attributes 
of neural network, such as local sensing, parameter shar-
ing and the way of activation. CNN has great potency in 
extracting features and can be trained on large-scale data9 
for different tasks. For visual tracking, it is truly chal-
lenging to learn a unified representation of the video se-
quences due to the lack of objects’ prior knowledge. An 
important characteristic of human perception is that hu-
mans don’t process all of the input immediately when 
there is input to perceive from the outside world. Instead, 
humans will focus on the interesting part that attracts 
them most. Attention mechanism is introduced into 
many fields and the salience detection10 is a kind of atten-
tion model. The tracking objects are of certain salience 
considering the motion, colors, intensity, and some pat-
terns while they are presented in certain contexts. It’s no-
ticeable that salience detection has been beneficial for a 
variety of computer vision applications. Considering the-
se factors, we propose the MD-CNNs based on transfer 
learning of salience information. The salience infor-
mation is mainly used to highlight the salience regions 
which are the candidate areas of objects. In our paper, 
visual salience detection11 is used to provide more prior 
knowledge and the ability of MD-CNNs is exploited to 
detect the deep features. We fully take advantages of their 
similarity in the biological characteristics of vision. We 
propose a new method of generating samples and make 
the samples well-distributed to avoid the over-fitting. Our 
new network architecture shows decent representation 
power and a good ability to exploit salience information. 
The main contributions of our paper can be summarized 
as follow. 1) FCNs12 are proposed to detect salience and 
the salience detection ability of the network is exploited. 2) 

Transfer learning is adopted to build MD-CNNs archi-
tecture from FCNs. 3) Extensive experiments are carried 
out to test our method on some benchmark datasets with 
large-scale sequences and they show that our method 
performs well against state-of-the-art trackers. 

The remaining of the paper is organized as below: In 
Section 2, the related work of visual tracking and salience 
detection is introduced. In Section 3 and Section 4, we 
give the details of the salience detection model and the 
new MD-CNN model. We perform the corresponding 
experiments to validate our methods in Section 5. In Sec-
tion 6, our contributions are summarized and the conclu-
sions are drawn. 

Related work 

With deep learning pervading many fields of computer 
vision, it is also applied in the area of salience detection. 
Many methods are designed for visual salience such as 
absorbing Markov chain13, graph cuts14, sparse represen-
tation15 before deep learning. After a variety of measures 
to collect large scales of training data are used and some 
famous datasets for salience detection have been released, 
deep learning methods begin to be applied in salience 
detection. The methods16 train CNN with available da-
tasets to learn to detect salient objects. Because FCNs can 
generate pixel-wise maps corresponding to original im-
ages, the methods such as Ref.17–19 generate salience de-
tection result maps via FCNS in an end-to-end manner. 

As deep learning shows excellent performance in ob-
ject detection, researchers start spending efforts in ex-
ploring the combination of deep learning and visual 
tracking due to the similarity between object detection 
and tracking. Ref.6 is the first to train deep learning mod-
els for visual tracking. The process of online tracking uses 
a classification neural network. It adopts the structure of 
the encoder part from the auto-encoder to extract fea-
tures and an additional layer to do the classification. Ref.20 
recommends CNN in visual tracking. It is faced with the 
same problem of lack of labeled data. It gains the rich 
feature hierarchies from an offline trained convolutional 
neural network and utilizes these data for online tracking 
to address this issue. The CNN is fine-tuned online to 
adapt to tracking target specified at the beginning of 
tracking. MD-CNNs are a convolutional neural network 
for visual tracking and won the VOT2015 challenge. Its 
samples are generated from bounding box regression, 
which is used in Regions-with-CNN11. Hundreds of posi-
tive and negative samples can be generated this way at 
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one time randomly. Its convolutional neural network is 
shallow and adopts three layers from VGG-Net21 to avoid 
pre-training to save time. SiameseFC44, a novel network, 
is designed to search the objects based on the instance 
image. For its advantages, the Siamese structure is also 
used in other computer vision applications. In Ref.45 
Danelljan et al. use the continuous convolution operator 
tracker (C-COT)22 to combine shallow-layer feature maps 
and deep-layer feature maps of CNN to improve time 
efficiency and space efficiency. The efficient convolution 
operators (ECO)23 tracker is the improved version of 
C-COT and shows better performance. In Ref.46 a multi-
functional inverse sensing approach was used for some 
specific environments. In Ref.47 the spatial information is 
used to leverage the strength of learning the deformation 
and scale variation information. 

Salience detection model 

In the human visual system, the visual attention mecha-
nism plays a very important role as the key to ensure the 
human perception of the environment in time and effi-
ciently. In the field of computer science, the research of 
visual attention mechanism is to process the given image 
and highlight the areas of interest. This process is the vis-
ual salience detection, visual salience detection is used to 
identify the most distinct region in a complex scene, 
which attracts ordinary creature’s attention at the first 
sight. To reduce the complexity of image analysis and 
exclude useless information, visual salience detection is 
widely applied to tasks of computer vision including im-
age compression, image segmentation, object recognition, 
visual tracking and so on. Visual attention prediction24 
and general salient object detection are two typical cate-
gories of the salience detection module. The former one is 
used to predict the specific regions where a human ob-
server may focus on. The aim of salient object detection is 
to detect specific targets with salience information, which 

is obvious in the background. According to the different 
ways of information processing, visual salience detection 
can be classified into two categories: top-down model and 
bottom-up model25. Top-down model is more complex 
and aimed at specific tasks. In most current researches, 
the bottom-up model is preferred since it uses various 
features to generate the salience measurement. The deep 
learning methods are applied in visual salience detection 
after their good performances have been shown in other 
computer vision fields. In this paper, we make a new 
model with FCNs shown in Fig. 1 to perform salience 
detection.  

We propose a model adopting FCNs for pixel-wise sa-
lience detection. We investigate the deep learning meth-
ods for end-to-end training and pixel-wise salience pre-
dictions. Due to the lack of enough labeled salience de-
tection training data, we adopt some famous video object 
segmentation datasets such as FBMS26, SegTrackV227 to 
provide enough training data. The input of the network is 
a single frame image and multi-layer convolution net-
works are applied to transforms the image to deep feature 
representation. Deconvolution networks are used to 
up-sample the feature representation inversely. Making 
use of the fully-convolution network with the 1×1 kernel 
and the sigmoid activation function, we obtain the output 
as a probability map of the same size as the input. In the 
map, higher value means higher salience in the original 
image. We train our network in an end-to-end manner. 
We initialize the weights of the first five convolutional 
layers with VGG blocks and other layers randomly. The 
way to train the network is stochastic gradient descent 
(SGD)28. We use the overall clustering error and average 
clustering error as the evaluation metrics. The overall 
clustering error is the percent of negative labels in the 
total labels on the basis of the pixel. The average cluster-
ing error is different from the clustering overall error in 
averaging through regions after calculating errors for 

Fig. 1 | The FCNs for salience detection. Our network is designed for static salience detection. It takes a single frame as input and outputs the

estimation of the static salience prediction of the image. 

Convolution layers Deconvolution layers 

3×224×224 24×112×112 
96×56×56 
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every region separately. On FBMS and SegTrackV2 da-
taset, Global contrast methods15 attain 37.5% and 45.8% 
in overall error and average error. The overall error and 
average error of DHSNet18 are 34.9% and 40.4%, respec-
tively. Compared with these methods our network gets 
the results of 34.1% overall error and 39.5% average error. 
We realize the acceptable salience detection performance 
and this shows the salience feature extraction ability of 
our network. As can be seen from the Fig. 2, it gets good 
results when we test our proposed algorithm on exem-
plary videos.  

Our model 
The deep learning methods require a large amount of 
labeled training data for supervised learning. Prior 
knowledge is not sufficient in the field of tracking in most 
cases. To improve the tracking performance by deep 
learning approaches, we design a new deep learning ar-
chitecture for tracking by integrating the result of salience 
detection as prior knowledge. One of the advantages of 
the architecture is that it makes the target with salience 
easier to be detected. The deep convolution neural net-
work can extract distinct features of the salient target, 
which can be exploited to track the target stably. 

Basic model structure 

The original MD-CNNs can learn domain-independent 
information from capturing domain-specific representa-
tions29. On the purpose of discriminating the target from 
the background, the architecture of the MD-CNN is sim-
pler than those for other tasks such as image classification, 
object detection. We train the network offline, and fi-
ne-tune the networks online with the ground truth in the 
first frame. The FCNs for salience detection is based on 
receptive field and appropriate to set up the model with 
the MD-CNNs. In the following, we incorporate the 
structure of the network for object detection and the part 
of the original MD-CNNs. We applied mul-
ti-domain-learning to train the CNN, and our training 
data are obtained from different domains. To make a 
CNN distinguish the target from the background in any 
domain is the goal of our learning algorithm. The net-
work should be in small size because it should meet the 
demand for real-time tracking. In Fig. 3 we adopt the 
network structure similar to the structure of the network 
in Ref.1.  

The input of MD-CNNs is color image patch of size 
224×224. For tracking, we only need to classify the image 

Fig. 2 | Salience sketch image from videos. The 1st row images are from skier video. The 2nd row images are the salience maps of the skier;

the 3rd row images are from leopard video; the 4th row images are the salience maps of leopard. 

Fig. 3 | The architecture of new multi-domain network. 
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into the target and background. It is simply a binary clas-
sification problem. Let target be denoted as label "1" for 
output, and background as “0”. There are 7 shared layers 
and the former 4 layers are used for salience detection. 
Since we have different targets in different tracking se-
quence, we train the last fully-connected layer as the do-
main-specific layer. 
 

Samples generating methods 

We have analyzed the tracking sequences of the bench-
mark dataset OTB100 and VOT15 and find that the ob-
ject and background are updated slowly in a wide range 
of scenes. They remarkably resemble each other if there is 
a short length of sequence between them. The changes 
such as deformation, occlusion and scale variation, just 
occur occasionally. It can be seen from the Fig. 4. 

Due to the bounding-box-regression11, the method 
may obtain many similar samples, even identical samples, 

which easily cause over-fitting on the test set. We propose 
a new method for generating positive and negative sam-
ples, which are sufficient and diverse. The samples are 
appropriate for training the network. We divide the 
tracking sequence into different groups because of their 
difference in target and background. Many factors lead to 
the various changes between the frames. Illumination 
variation, scale variation, occlusion, deformation, rota-
tion, background clutters are all the attributes. There are 
N images in the tracking sequence, and we may divide it 
into M groups according to their similarities of these fac-
tors. It will be 50 N/M positive samples and 200 N/M 
negative samples totally in this way. Every group is de-
signed to contain a certain number of positive and nega-
tive samples, which are proportional to the number of 
images in the group. If the group consists of T images, it 
gives out 250T samples totally. The sequential images of 
every group change gradually so the samples we collect 

Fig. 5 | The weights for the images distributed by Gaussian distribution to generate certain numbers of samples. As can be seen from the 

figure, the frames at the beginning and the end of the group will have less weight than those in the middle. The frames located closer to the cen-

ter of the group are designed to generate more samples because they could make greater distinctions. 

Fig. 4 | Representative images selected from the Car2 sequence of VOT15. As can be seen from the three similar segment sequences, 

many images show little difference compared to others. When we go through at least 20 frames generally, scale variation, illumination variation,

background clutter and so on can be found. 
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from the middle images are more than images at the be-
ginning and at the end of the sequence. We employ the 
Gaussian distribution X∼N(μ, σ2)  to distribute the 
weights to every image as shown in Fig. 5. The specified 
weight represents the number of samples. We set T as μ = 
0.1 N/M, σ = 0.1 N/M. In one group the generating sam-
ple number of the j-th image can be calculated as 

1

1
250

N

j j i
i

NNum X X
M





    
 
 .      (1) 

We assign the number of samples generated from every 
image in the group. Hard-negative-mining1 is adopted to 
improve the robustness of our system.  

Experiments details 

Model setting 
For deep learning, it requires a large number of labeled 
data to train. In this paper, we use the salience infor-
mation to optimize the supervised learning, and test the 
network in the task of single object tracking. The salience 
information can be used as guidance for training, which 
explicitly shows the relationship of the object between the 
source image and the salience information. According to 
the results of salience detection, we find that the salience 
image is capable of providing some information such as 
the location of the object and partial contour. These are 
distinct features or individual characteristics in the origi-
nal image. There is a strong correlation between the sali-
ence information and source image. From some perspec-
tives, salience information is the lightweight feature of the 
image. The performance shows us that although we train 
our network with a less scale dataset it can get good ef-
fects to a certain degree. 

Our learning algorithm aims to train a multi-domain 
CNN to discriminate the target and the background in 
any different domains. It is not straightforward because in 
our training data some objects will be regarded as back-
grounds from different domains and vice versa. When we 
set up the model, it needs to process the original data and 
recognize the tracking objects given in the first frame. We 
would set this model in this way rather than consider the 
ground truth of the salience information as the inputs. In 
our view, the supervised learning with labeled data can 
make convolution neural network extract the features 
automatically. We ensure that all operations are per-
formed on a unified scale in the phase of the network 
training. The salience information detection as an addi-
tional procedure of feature extraction actually strengthens 

the ability of the networks. It can make the network “see” 
like a creature observer. With the experiments we per-
form we can make out whether the performances of the 
model mainly result from the salience information or the 
expansion of the model.  

In the phase of offline training, we use the front part of 
the FCNs for salience detection to accomplish the initial-
ization of parameter. Our network is trained with the 
SGD method. Next, we add the samples generated with 
ground truth to the network training. We set the learning 
rate as 0.001 and the reduction ratio as 10 after 10k itera-
tions. The momentum is set as 0.9 and the decay is set as 
0.0005. 

When finishing the training and coming to online 
tracking, we use a single layer (fc6) to replace the multiple 
layers domain-specific of (fc61–fc6k). We pre-train the 
network with the first frame of the tracking sequence and 
randomly initialize the last layer’s weight and bias. We 
update the weights of the layers when estimating the po-
sition. 

Experiment results 

We test our algorithm on OTB50, OTB100 and UAV123 
Benchmark. One pass evaluation (OPE)30 is a classic 
tracker evaluation method and applied in our experiment. 
It initializes an algorithm with the ground-truth object 
state in the first frame and reports the average precision 
or success rate of all the results. The precision plot repre-
sents the percentages of frames whose estimated locations 
are within the range of the threshold to the ground-truth 
centers. If intersection over union (IOU) between the 
ground truth and the tracking result get closer to the 
maximum 1 in our experiment, the algorithm tracks bet-
ter. In a frame the IOU larger than a threshold is termed 
as a successful frame. As the thresholds ranged from 0 to 
1 the ratios of successful frames are plotted in success 
plots. The precision and success plots are both intuitive 
tools to present the performance of the tracker on the test 
dataset. We think the success plot a better tracking evalu-
ation index than the precision plot because the precision 
plot hardly reflects the predicted shape similarity. In the 
precision plot the distance between the center points 
show that the predicted area is close to the ground truth, 
but some important factors such as scale, shape, defor-
mation are ignored. Therefore, the precision plot is sup-
plementary to evaluate the tracker. 

The legend shows the area under the curve (AUC) 
score for each tracker. OTB is the open challenging 
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long-term dataset. OTB100 is the overall data that OTB50 
is selected from. The test sequences are manually tagged 
with 9 attributes such as illumination, scale variation, and 
occlusion. They represent the challenging problems 
awaiting solutions in visual tracking. Despite of its sim-
plicity, our method outperforms most of the other track-
ers, ranking among the top. We change the amount of the 
training data to find out if the scale of the training data 
has some influence. We decrease and increase the size of 
the training data by 1/4 and a similar result is obtained. 
It’s beneficial to train the MD-CNN by transfer learning 
with salience information. To verify the effectiveness of 
salience detection layers we can directly compare our 
results with the MD-CNN. For the optimum effectiveness 
of the salience detection layers, we conduct the ablation 
experiments on the salience extraction layers. We change 
the layers transferred from the FCNs to optimize the 
tracking results. In order to eliminate the interference of 
the network structure, we keep the amount and the type 
of the new MD-CNNs’ layers constant. The test shown in 
Fig. 6 on OTB50 suggests that we use 3 convolutional 
layers of FCNs for optimal performance.  

The experiment of the proposed algorithm shows that 
salience detection improves the representing ability for 
the feature of MD-CNNs in visual tracking. We compare 

our algorithm to other classic state-of-the-art tracking 
algorithms such as TLD31, Struck32, DSST33 on OTB50. 
We compare our algorithm with other trackers: ECO23, 
CFNet34, DCFNet35, MEEM36, STAPLE37, LCT38, KCF39, 
and SANet40 on OTB100 Afterwards. On UAV123 
ADNet41 and DCF42 are tested for comparison additional-
ly. The comparisons with other trackers are shown in Figs. 
7–9. The straightforward comparison with MD-CNN 
shows a definite improvement by salience detection layers. 
Our algorithm successfully tracks the target stably even 
with some difficulties that make other trackers fail, like 
fast motion and occlusion. In the experiments, some oc-
clusions make other trackers lose the target meanwhile 
ours keep tracking in the video. The stability is also 
guaranteed when the tracker is faced with fast motion of 
the target. Salience detection makes the tracker able to 
tackle with some adverse conditions and re-detect the 
target blocked by obstacles. In some cases, salience in-
formation plays an important role to prevent interference 
from the background. In the results of OTB100, the 
dominant tracker is ECO and it takes advantage of the 
correlation filter and deep learning. The deep learning is 
used to extract features, and the filter picks up the rela-
tively effective features in classification. The performance 
of SANet surpasses our tracker in success plots, which 

Fig. 6 | The Precision plots and the success plots on the OTB50 dataset. We compare the results with the change of the salience extraction

layers and find three layers best in them. 

Fig. 7 | The Precision plots and the success plots on the OTB50 dataset. 
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shows the strong ability in exploiting the temporal infor-
mation. The SANet is made up of CNN and RNN layers 
and adopts many techniques in MD-CNNs. It is also a 
combined model like ours, which seems to have become a 
trend in tracking. 

We also compare the accuracy and the speed of our 
proposed method with that of other typical trackers on 
VOT15 datasets. For VOT15, three main measures used 
to analyze tracking performance are accuracy, failures 
and the overlap. The overlap is the proportion of the 
overlapping area in both object area and predicted area. If 
the overlap is 0, the sequence is treated as a failure. The 
accuracy is used to evaluate the success of the trackers. 
Additionally, we evaluate their speed to see if they meet 
real-time requirements. The structure with shallow layers 

takes effects on its accuracy and saves time for forward 
and backward propagation of the network during training. 
We test these algorithms under the same hardware envi-
ronment. We compare our tracker with other trackers like 
SO-DLT20 and DeepSRDCF43 which adopt deep learning 
methods with convolution neural networks to obtain fea-
tures. The tracking results are shown in the Table 1. It 
demonstrates that our performance is decent among all 
trackers.  

In Fig. 10 we show some practical tracking examples 
where our tracker generates more accurate positions than 
others. Though there are severe inferences in the tracking 
environments, our tracker shows enough robustness to 
tackle with the disadvantages that other trackers are vul-
nerable to. It is demonstrated that our tracker is able to 

Fig. 9 | Comparison among the proposed method and several deep-learning methods and traditional methods on UAV123. 

Fig. 8 | Comparison with the state-of-the-art methods on the OTB100 dataset. 
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Table 1 | The testing results of our proposed method and some typical trackers on the VOT15 challenge. 

Tracker Accuracy Failures Overlap Speed (fps) 

Struck32 0.4129 103 0.2014 2 

DLT6 0.4345 113 0.2152 0.5 

SO-DLT20 0.5086 117 0.2006 6 

DeepSRDCF43 0.5216 64 0.2931 0.3 

SiameseFC44 0.4931 95 0.2307 35 

MD-CNNs1 0.5543 49 0.3488 1 

Ours 0.5592 55 0.3694 1 
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extract useful features for intra-class classifications and 
exclude the background inferences despite of the exploi-
tation of salience information. After all, the transfer 
learning of salience information is conducted in the ini-
tial phase of the network. Although we put emphasis on 
the salience information, it’s not the leading factor of our 
tracking method. 

Conclusions 

In this paper, an effective algorithm for visual object 
tracking is proposed and it further enhances the feature 
exploiting ability of CNN. In consideration of the prob-
lems in visual tracking, we make the trackers use the pri-
or information by transfer learning in the sequence to 
distinguish the target. We combine the salience detection 
and deep learning in the light of their biological charac-
teristics. We make the data processing of CNN match the 
information processing by human visual perception bet-
ter in our methods. We change the structure of the origi-
nal MD-CNNs and propose a new model. In certain as-
pects, we improve the original MD-CNNs and make it 
robust in spite of interference under certain circumstanc-
es. The final results manifest that our network provides 
rich features, and allows for object tracking in practical 
situations. We believe that our algorithm is complemen-
tary to tracking methodologies based on neuroscience 
principles of deep learning. Attention mechanism will 
present great potential by the investigation of biometric 

vision characteristics. Further study by integrating more 
information from vision attention mechanism will make 
the approach straightforward and better. 
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