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ABSTRACT

A number of heavy-ion accelerators are either under construction (e.g., the Facility for Antiproton and Ion Research in Darmstadt and the High
Intensity Accelerator Facility in China) or already in operation at many places worldwide. For these accelerators, activation of construction
components due to beam loss, even during routine machine operation, is a serious issue, especially with the upcoming high-intensity facilities.
Aluminum is one of themost commonly used constructionmaterials in beam lines, collimators, and other components. Therefore, we report here
on activation experiments on aluminum samples to verify and benchmark simulation codes. The analysis was performed by gamma spectroscopy
of the irradiated targets. Our results on the induced activity measured in samples irradiated by uranium beams at 125 MeV/u and 200 MeV/u
and a xenon beam at 300 MeV/u show activation levels significantly lower than those predicted by FLUKA simulations.

©2019Author(s). All article content, exceptwhere otherwisenoted, is licensedunder aCreativeCommonsAttribution (CCBY) license (http://creativecommons.org/
licenses/by/4.0/). https://doi.org/10.1063/1.5097035

I. INTRODUCTION

The physics and technology of accelerators have undergone
remarkable developments since their invention in the last century.
Owing to thedeBroglie relationλ�h/pbetweenparticlemomentump,
wavelength λ, and Planck’s constant h, there has been a longstanding
quest for higher energies to allow the structure of matter to be probed
in greater detail at smaller scales. This development has currently
culminated in the construction of the Large Hadron Collider (LHC) at
the European Nuclear Research Centre (CERN).1 Of course, there has
also always been the need for high-intensity beams to ensure that
sufficient statistics can be obtained within a reasonable experimental
time. Accelerators have also now achieved a firm place in industrial
applications and even medical treatment.2 There are numerous areas
of application on the horizon that are within the energy range of a few
GeV, much below the TeV regime of the LHC, but with amuch higher
demand on beam intensity. The ultimate challenge for high-intensity
accelerators arises from accelerator-driven inertial fusion energy.3 In

this scenario, intense beam pulses are required to deliver up to 10 MJ
per pulse to drive a fusion target.4,5 The advanced accelerator-driven
nuclear energy systems or nuclear waste incinerators that are under
discussion6 require high-intensity beams. High beam intensities are
also required for high-energy-density physics (HEDP) experiments
and for the production of rare isotope beams, envisioned for the
ambitious heavy-ion projects currently under construction.7–10 These
are the Facility for Antiproton and Ion Research (FAIR) at GSI
Darmstadt, the High Intensity Accelerator Facility (HIAF) in China,
and the Facility for Rare Isotope Production (FRIB) at Michigan State
University. These facilities will serve a wide range of research projects,
including nuclear structure studies, investigations of compressed
hadronic matter, and laboratory nuclear astrophysics, as well as
HEDP. The beam intensities of FAIR, HIAF, and FRIB will be up to a
factor of 1000 higher than those presently available.

With such facilities in mind, therefore, we have studied heavy-
ion beam-induced activation of aluminum,which is a commonly used
construction material for components of accelerators. Activation of
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accelerator components is a process that cannot be ignored, evenduring
normal machine operation, where it can influence or even restrict
“hands-on”maintenance. The final goal of the work described here was
to specify a criterion for tolerable beam loss valid for heavy-ion ma-
chines after long-term operation. Moreover, we aimed to validate the
reliability of the criterion and clarify its credibility based on experi-
mental data as well as simulation results. Thus, validation of the
physical models and data libraries implemented in the simulation
codes was necessary. We performed several irradiation experiments
under different conditions at GSI Helmholtzzentrum für Schwer-
ionenforschung in Darmstadt,11–18 where we created an inventory of
induced radioactive nuclides and measured the depth profiles of their
residual activities and the ranges of primary particles. To establish the
depth profiles, we used gamma-spectroscopic measurements of alu-
minum foils assembled in three different targets. The targets were
irradiated by either 238U or 124Xe ion beams. To estimate the range of
the primary particles, the simulation codes FLUKA 2011,19,20 SRIM-
2013,21 and ATIMA22 were used. The target stack, consisting of many
foils,was arranged in suchaway thathigh spatial resolutionof thedepth
profiles was obtained in the predicted range region. The accuracy of the
stopping power implemented in the codes was thereby tested.

In our experiments, measurement of the range of the 238U
primary beam by gamma spectroscopy was not possible owing to the
very long half-life T1/2 � 4.4 3 109 years. However, the 237U nuclide
with a half-life of 6.75 days was a suitable candidate projectile
fragment. The range of nuclides with identical initial energy per
nucleon is approximately proportional to A/Z2 (where A is the mass
number and Z is the atomic number). Thus, the range of the 237U
fragments is very close to that of the 238U primary ions, regardless of
where the fragmentation occurred.16,23 A similar situation cannot
arise for the 124Xe beam, because none of the lighter fragments of the
xenon ions are present in a statistically significant amount in our
measured gamma spectra.

II. EXPERIMENTS AND METHOD

Three aluminum targets designated T1, T2, and T3 were in-
dividually irradiated by different heavy-ion beams at a beam-dump

experimental station of the SIS-18 heavy-ion synchrotron at GSI
Darmstadt. The targets were made of 99.95% natural aluminum
with a density of 2.70 g/cm3 at 20 °C and consisted of a stack of foils (as
shown in Fig. 1) to enable measurement of residual activity as a
function of target depth.

The subdivision of the target into a stack of individual foilsmade it
possible to determine the induced activity as a function of target depth
bymeasuring the gamma spectrum of each foil. We assembled the foils
(disk-shaped) into a so-called stacked-foil geometry (see Fig. 1). The
total thickness of the target aswell as the number of foils per target stack
varied according to the expected range of the primary particles in the
bulk of the targetmaterial. The targets were designed to locate the range
region approximately in themiddle of the target body. Since the highest
depth resolution isnecessary at the endof theparticle track, the thinnest
foils were ordered along the whole length of the target, with increasing
number of foils in the middle. The thickness of the foils varied between
0.1 mm and 1.0 mm. In some cases, several foils were grouped together
into one batch for activity measurement. These foils represented po-
sitions upstream and downstream of the range region, where high
depth resolution was not necessary. Targets T1 and T2 were irradiated
by 238U beams with initial energies 200 MeV/u and 125 MeV/u, re-
spectively. Target T3 was irradiated by a

124Xe beam with initial energy
300 MeV/u. The beam energies are not the on-target energies but the
extraction energies measured at the SIS-18 accelerator. The fast-
extraction regime of the machine was set with the beam pulses on
target every 2–3 s (12–

1
3 Hz). Information about the irradiation pa-

rameters is provided in Table I, where the irradiation time is the period
between the first and last pulse including the beam-off periods.

The beam intensity of each experiment was determined using
DC current transformers (DCCTs) measuring the beam current of
each pulse intercepting these devices. A combination of DCCTs with
other beam diagnostic instruments and software allows de-
termination of the total number of ions with an uncertainty of about
3%.24–27 Target foils were placed in aluminum holders mounted
onto a movable platform at a distance of 60 cm from the vacuum
window. This window was made of stainless steel with a thickness of
100 μm. The thickness of the vacuum window and the air gap were
taken into account in the simulation model.

FIG. 1. Schematic representation of the targets used for the activation study. Separated disk-shaped foils with different thicknesses were used to achieve high resolution of the
depth profiles and precise location of the range region. The diagram on the right shows the kinetic energy of the primary ions as a function of depth, as well as the maximum
stopping power (Bragg peak) located in the range region. Note that the ion tracks shown in this figure correspond to a point-like primary beam calculated by SRIM.21
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The acquisition of the gamma spectra startedafter the dose rates of
the irradiated samples reached acceptable levels for safe transportation
outside the radiation-controlled area, which is a dose rate below
6mSv/year (this is an equivalent to 3 μSv/h) according to the radiation
protection limits in force in Germany.28 A typical gamma spectrum
obtained from an aluminum sample after irradiation with a uranium-
ionbeamof 200MeV/u is shown inFig. 2. Collecting sufficient statistics
on the gamma spectrum of each foil depended on its activation level,
and this fluctuated between several hours and a few days. The foils of
target T1 were measured in two sets at different time-points of the
decay: the first set within the range 6–22 days and the second set within
the range 133–180 days after the end of irradiation. Target T2 was
measured in three sets: the first within 16–34 days, the second within
128–144 days, and the third within 260–285 days after the end of
irradiation. Target T3 was also measured in three sets: the first within
9–38 days, the second within 218–293 days, and the third within
378–505 days after the end of irradiation. Experimental data from each
individual set ofmeasurements are also labeled, with Figs. 4–9 showing
depth profiles of different nuclides. A high-purity germanium (HPGe)
detector manufactured by the Canberra Company, with an energy
resolution of 1.8 keV FWHM at the 1332 keV 60Co line, was used for
recording all gamma spectra. The partial activity of each isotope was
obtained from the peak-net-area (PNA) determined by GammaVision
software, including the uncertainty in PNA.

III. COMPUTER SIMULATIONS

The experiments presented in this work were supported by
several preliminary calculations in order to achieve the most precise
prediction of the range region of the primary particles. Three different

codes were used: FLUKA 2011,20 SRIM-2013,21 and ATIMA.22 The
SRIM and ATIMA codes are less complex and require shorter
computation time. Therefore, they are frequently chosen for calcu-
lations of physical quantities related to the interaction of ions with
matter, such as stopping power, energy loss, range, and angular
straggling. Figure 3 shows the energy deposition distribution in the
bulk of the target material calculated by FLUKA. Nuclear reactions
cause fragmentation of primary ions and target atoms, which leads to
smearing out of the Bragg-peak region of the energy deposition.

Results from SRIM and ATIMA were applied to quantification
of the range and of range straggling. It should be clarified here, for
correct interpretation of the presented data, that ATIMA and SRIM
do not provide for inelastic interactions (nor does the TRIM Monte
Carlo module of SRIM). Thus, fragmentation of the primary particles
along their penetration path in the target is not simulated. More
precise results are available from simulations performedwith FLUKA
(see Fig. 3). This is a multipurpose Monte Carlo software package
containing a broad spectrum of possible settings of beam properties
such as energy, beam size, and momentum spread of the incident
beam. It is also possible to choose different physics models. Another
advantage is that FLUKA allows the introduction of momentum
spread of the incident beam. FLUKA has a collection of hadron–
hadron (H-H), hadron–nucleus (H-N), and nucleus–nucleus (N-N)
interaction models, among which, by default, it makes an autono-
mous choice, depending on the type and energy of the colliding
objects. However, if necessary, users have the option to set the
threshold energy of themodel exchange. This option was essential for
testing the transition between the relativistic quantum molecular
dynamics (RQMD) and Boltzmann master equation (BME) models.
Both of these are N-N interaction models covering the range of beam

TABLE I. Parameters of aluminum targets and irradiation conditions.

Target Beam
Beam charge

state
Energy
(MeV/u)

Total number
of ions

Irradiation
time (s)

Number
of foils

Thickness
of target (mm)

Diameter
(mm)

T1
238U +73 200 2.861 3 1012 14 313 70 7.0 100.0

T2
238U +89 125 1.183 3 1012 8 037 16 1.6 100.0

T3
124Xe +48 300 2.486 3 1012 5 220 73 25.3 50.0

FIG. 2. Typical spectrum obtained from aluminum foil No. 1 located 3.2 mm upstream of the range of 238U ions with energy 200 MeV/u (depth in the target � 0.25 mm). Gamma
peaks of the background are shown in gray.
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energies used in our study. The RQMD model is designed for sim-
ulating the appropriate conditions and behavior of nuclei partici-
pating in interactions within the range of energies from 0.125 GeV/u
to 5GeV/u, according to the user’smanual for the FLUKAcode.19 The
BMEmodel is available in FLUKA 2011 and constitutes an important
update of FLUKA 2008, since the new code version is capable of
simulating N-N interactions below 0.125 GeV/u. Switching between
these models takes place at a projectile energy of 0.125 GeV/u. In
reality, this is not a strictly defined value, and there is a threshold range
of ±0.025 GeV/u, which is also editable by FLUKA users. This means
that FLUKA with the default setting of N-N interaction models uses
both of them from 0.100 GeV/u to 0.150 GeV/u.19 In brief, in the
present study, heavy-ion transportation with nuclear interactions
was switched on, electromagnetic dissociation was activated for all
heavy-ion beams as well as for target nuclei, emission of high-energy
light fragments through the coalescencemechanismwas applied, and,

finally, a new evaporation model with heavy-fragment evaporation
was used and set in the input files for the FLUKA calculations.

IV. COMPARISON OF THE RESULTS

Nuclides produced during irradiation or during decay processes
were identified, and their total residual activities induced in the targets
were quantified and extrapolated to the end of irradiation and
normalized per incident ion. The benchmarking also considered the
shape of the depth profiles as a possible source of information about
the fragmentation process of the primary particles and the target
nuclei. The target-nuclei fragments can be observed from the first foil
and extend beyond the range of the primary particles. The depth
profiles of the projectile fragments start at the end of range of the
primary ions. This corresponds to fragmentation of the primary
particles at the very end of their penetration path. The fragments are

FIG. 3. Example of the stopping power distribution in the horizontal plane calculated with FLUKA for the case of 238U ions with nominal energy 200MeV/u after penetrating through
the air gap and the aluminum target.

FIG. 4. Depth profiles of the residual activity of 7Be (a) and 22Na (b) in the aluminum target T1 irradiated by
238U with energy 200 MeV/u and two different FLUKA settings (BME-RQMD

energy-threshold).
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detectable in the foils downstream beyond the maximum range of the
primary beam particles. Fragmentation of the primary ions at the
beginning of their tracks leads to creation of lower-Z fragments with
longer range.16,18 Examples of the depth profiles of the 7Be and 22Na
nuclides as typical target-nuclei fragments of the irradiation exper-
iments on the aluminum targets T1–T3 are shown in Figs. 4–6.

Figure 4 presents the depth profiles obtained from irradiation of
the T1 target by a 200MeV/u 238U beam,whichwas described in detail
with more examples in Ref. 18. Examination of these depth profiles
uncovered a significant discrepancy between experimental data and
simulation results. This is clearly visible in Fig. 4. Another important
observation is that the disparity of the FLUKA calculations with
experiment is correlated with the energy of the primary projectiles.
The vertical lines in Fig. 4 represent the depths at which primary
particles are slowed down to the respective energy indicated at these
lines. Especially in the case of 7Be, it is remarkable that in the energy
range between 150 MeV/u and 125 MeV/u, FLUKA shows an os-
cillatory behavior, which is not seen in the experimental data. FLUKA
switches between the RQMD and the BME interaction models at an
energy of 125 MeV/u, with the default setting of the energy threshold
at 125 ± 25 MeV/u.19 This motivated us to study the influence of
different settings for the RQMD-BME transition. Results for energy
thresholds of 125 ± 25 MeV/u (FLUKA default) and 125 ± 1 MeV/u

(our settings) are displayed in Fig. 4. Indeed, a change in the depth
profiles between these different FLUKA settings (shown in orange
and purple) is visible. However, none of the chosen settings improved
the mismatch between experimental and calculated data. Moreover,
the threshold settings of 125 ± 1 MeV/u reveal even larger deviations
of the induced activity deep within the target, where the experimental
data do not have any local extrema.

Similarly, the depth profiles shown in Figs. 5 and 6 demonstrate
the overestimation of the residual activity by FLUKA, as well as the
prediction of a peak-like depth-profile shape. It should be clarified
that target T2 was previously planned to be irradiated by a uranium
beam with energy 100 MeV/u, but technical difficulties did not allow
us to use energies below 125MeV/u. Therefore, the range region of the
primary particles is not in the center of the target, and the shape of the
depth profile downstream of the range is not available. Nevertheless,
part of the depth profile upstream of the range region is accessible for
data analysis, and the measurement error is found to be smaller than
the difference between experiment and simulation.

A depth-profile analysis of the residual activity of radionuclides
induced in the T3 target irradiated by 300MeV/u 124Xe beam revealed
an unusual deviation of themeasured data from the simulated results.
For instance, in the case of 46Sc, 48V, 52Mn, 54Mn, 56Co, 58Co, and 65Zn
nuclides, FLUKA predicts an artificial increase in their residual

FIG. 5. Depth profiles of the residual activity of 7Be (a) and 22Na (b) in the aluminum target T2 irradiated by
238U with energy 125 MeV/u.

FIG. 6. Depth profiles of the residual activity of 7Be (a) and 22Na (b) in the aluminum target T3 irradiated by
124Xe with energy 300 MeV/u.
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activity in a small region downstream of the range of the primary
particles, while the experimental data do not support this. Therefore,
we decided to study the production rate of these intermediate-Z
fragments produced by 124Xe passing through an aluminum foil. The
production rate was scored as the number of fragments exiting the
aluminum foil via its back surface. A study was performed as a set of
several simulations of different xenon beams with energies between
25MeV/u and 300MeV/u penetrating through the different-thickness
aluminum foils. To ensure identical conditions for all investigatedbeam
energies, the thickness of each foilwas set in such away that the primary
xenon ions lost 10% of their kinetic energy in the foil. With the set of
simulations prepared in this way, we expected to find homogenous
production rates without any local extrema that depended on the
kinetic energy of the primary particles. However, it was observed
that the production rate of intermediate-Z fragments was uniform
only in the range of energies of xenon ions between 150 MeV/u and
300 MeV/u, but the production rate of the fragments was higher by a
factor of about 3, as the kinetic energy of primary particles decreased to
about 80MeV/u according to the FLUKAsimulations (as examples, the
48V, 54Mn, and 58Co production rates are shown in Figs. 7–9). These
results violate the expectation of a homogenous production rate, and
theymay be considered as an explanation of an artificially high residual
activity predicted by FLUKA compared with the experimentally

measured residual activities of the intermediate-Z fragments. In the
following, we will explain how this inaccuracy of the FLUKA code
influences the shapes of the depth profiles. The depth profile of the 48V
fragment shown in Fig. 7will serve this purpose, but the same approach
maybeapplied to allmentioned intermediate-Z fragments. InFig. 7, the
depth profile of the residual activity of 48V is divided into two parts: the
green area represents the correct, experimentallymeasured activity, and
the orange area represents the incorrect, simulated activity. The green
area corresponds to the residual activity of 48V fragments, as if their
production rate were homogenous regardless of the kinetic energy of
the primary xenon ions. Every 48V fragment is created by collision of a
primary xenon ion and an aluminum atom of the target, where the
kinetic energy of the newly created fragment is similar to the kinetic
energy of the xenon ion shortly before collision. This fragment may
penetrate through the target until it loses all its kinetic energy, or it may
be fragmented into even lighter fragments.14,16,18 The greater the depth
at which the xenon ion collides and creates a 48V ion, the less kinetic
energy is transferred to the 48V fragment, and this also determines the
range of the fragment and where it will contribute to residual activity in
the depth profile. Thus, the depth of penetration of a fragment is always
the sum of the length of the primary-ion path to the place where that
fragment was created and the range of the fragment itself. In Fig. 7, there
are two examples, marked by a green cross (where the kinetic energy of

FIG. 7. Depth profile of residual activity of 48V in an aluminum target irradiated by 124Xe with energy 300 MeV/u (b) and the production rate of the nuclide in thin foil (a).

FIG. 8. Depth profile of residual activity of 54Mn in an aluminum target irradiated by 124Xe with energy 300 MeV/u (b) and the production rate of the nuclide in thin foil (a).
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the xenon ion is in the region of uniformproduction rate) and an orange
cross (where the kinetic energy of the xenon ion is in the range where
FLUKA overestimates the production rate by the greatest extent). The
location on the target marked by the green cross corresponds to the
situation where xenon ions interact with the very first aluminum atoms
on the surface of the target and successfully create 48V fragments. In this
situation, the created fragments gain the highest possible kinetic energy
of 280MeV/u (the initial energy of the xenon ions, 300MeV/u, reduced
by beam loss in the vacuum window and air). Residual activity of these
fragments will be detected at the very end of the depth profile, since the
range of the 280MeV/u 48V in aluminumamounts to 19.67mm(labeled
R1 in Fig. 7). The locationmarkedby the orange cross corresponds to the
depth in the target atwhich the xenon ions reach an energy of 75MeV/u,
which is also the place where FLUKAmakes its greatest overestimate of
production of 48V nuclides. The final depth of these fragments (labeled
R2 in Fig. 7) is equal to the sumof the penetration path of the xenon ions
on which their kinetic energy is reduced from 280MeV/u to 75 MeV/u
and the range of 48V with an energy of 75 MeV/u. From the stopping
power calculations provided by ATIMA, it is possible to determine
that the range R2 � 8.38 + 2.16 � 10.54 mm. A closer look at the depth
profile of the residual activity shows that the artificial peak (the orange
area) of the residual activity is located at a depth of about 10.6 mm.
This may be considered as a perfect match and explanation for the
overestimation of the residual activity in the region downstream of
the range, since FLUKA exaggerates the production of fragments in a
range of few MeV/u.

The same approach may also be applied in the case of 46Sc, 48V,
52Mn, 54Mn, 56Co, 58Co, and 65Zn nuclides, and therefore we can
conclude beyond any doubt that the FLUKA code gives inaccurate
results for residual activity in the case of intermediate-Z fragments.

From the depth profiling of the activity of the 237U nuclide
induced in target T1, we observed that FLUKA predicts the presence

of the nuclide in only two target foils, in contrast to the experimental

results, wherewe observe it in three foils, although the geometry of the

target was identical. This motivated us to use this technique for range

verification of the primary beam and its fragments, as presented in
Refs. 14, 16, and 18. In a similar fashion, we considered the range of
the 237U fragments, determined from the depth profiling to be
equivalent to that of the 238U ions, since the primary particles were not
detectable in our experiment because of their long half-life. The range
of the heavy-ion beams is approximately proportional to A/Z2;
therefore, the range of the 238U should be longer than that of the 237U
by only about 0.4%, under the condition of matching initial energies.
The measured and calculated ranges of both nuclides, together with
the range straggling, are presented in Table II. ATIMA and SRIM
overestimate the range of 238U compared with the measured range of
237U, and their relative deviations are 7.7% and 12.1%, respectively. At
the same time, FLUKA predicts a shorter range of the primary
projectiles, but the relative deviation is only 0.4%.

The range straggling of the 237U and 238U fragments calculated by
SRIMandATIMA is the same.Onother hand, the FLUKAcalculations
give a range straggling of the 237U fragments that is about two times
larger than that of the 238Uprimaryprojectiles. A logical explanation for
this difference is that neither ATIMA nor SRIM implement inelastic
interactions. Thus, they predict that the fragmentation occurs only on
the surface of the target. In contrast, FLUKA simulates fragmentation
processes at any depth of the target, which naturally influences both the
range and the range straggling. In addition to this, SRIM and ATIMA
consider a mono-energetic beam, whereas in the FLUKA calculations,
beam parameters such as beam size and momentum spread are set

TABLE II. Comparison of calculated and measured ranges of 238U and 237U induced in an aluminum target irradiated by 238U
ions with energy 200 MeV/u.

Nuclide

Range ± range straggling (mm)

ATIMA SRIM FLUKA Expt.

238U 3.722 ± 0.003 3.874 ± 0.007 3.442 ± 0.004 . . .
237U 3.569 ± 0.003 3.713 ± 0.007 3.423 ± 0.007 3.456 ± 0.09

FIG. 9. Depth profile of residual activity of 58Co in an aluminum target irradiated by 124Xe with energy 300 MeV/u (b) and the production rate of the nuclide in thin foil (a).
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according to their experimental values, and this has an impact on range
straggling, as has been shown in Ref. 16.

V. CONCLUSION

Depth profiling of the residual activity is an effective technique
that provides an opportunity to benchmark different processes and
physical phenomena within a single experiment. Activation of three
aluminum targets by 238U beams with energies 200 MeV/u and 125
MeV/u and a 124Xe beamwith energy 300MeV/uwere comparedwith
simulated data provided by the FLUKA Monte Carlo code. Depth
profiling of the residual activity of target-nuclei fragments in all the
setups described in Table I revealed the same kind of discrepancies
between experimental and calculated data. We demonstrated in the
particular case of the T1 target that the transition between
nucleus–nucleus interaction models around an energy of 125 MeV/u
is not correct. The shape of the simulated depth profile was not
improved by changing the setting of the energy threshold between
the relativistic quantummolecular dynamics (RQMD) and Boltzmann
master equation (BME)models. Othermisleading FLUKAcalculations
were found in the case of so-called intermediate-Z nuclides (with
Zbetween46and65 inour study) induced in the aluminumtargetT3 by
the 300 MeV/u 124Xe beam. Through an additional set of simulations,
we showed that the production rate of these fragments in thin foil by
124Xe beams with different energies does indeed reach a maximum at a
certain energy.Anartificial peak in the depthprofiles of these fragments
could be explained as the sum of the depth at which the energy of the
primary particles is reduced to the energy at the maximum production
rate of the investigated fragment plus the range of fragments with this
energy at the depth at which the primary ions are fragmented. The
observations from all irradiations of aluminum targets reveal an
overestimate in the prediction of residual activity upstream and/or
downstream of the range region introduced by the nucleus–nucleus
interaction models of FLUKA.

Attempted validation of the simulation code based on comparison
of the inventory of identified nuclides in gamma spectra and those
predicted by the simulations uncovered another imperfection in the
code. Between 5 and 15 nuclides in a metastable state were found and
identified in each of the experiments. Nevertheless, the simulations did
not predict their production in the targets, since the FLUKA algorithm
does not separate the radioactivity produced by nuclides in the isomeric
state from that emitted by excited nuclides on their way to the ground
state.We consider this number of nuclides rather significant (a few tens
of nuclides per experiment), given the total number of the nuclides
induced in the experimental targets after irradiation.
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