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As the key of embedded displacement measurement, a fiber-optic micro-probe laser interferometer (FMI) is of
great interest in developing high-end equipment as well as precision metrology. However, conventional phase-
generated carrier (PGC) approaches are for low-speed scenes and local error analysis, usually neglecting the global
precision analysis and dynamic effect of system parameters under high-speed measurement, thus hindering their
broad applications. We present a high-speed PGC demodulation model and method to achieve subnanometer
displacement measurement precision in FMI. This model includes a global equivalent resolution analysis and
revelation of the demodulation error mechanism. Utilizing this model, the failure issues regarding the PGC
demodulation method under high speed and large range are addressed. Furthermore, an ultra-precision PGC
demodulation algorithm based on the combination of static and dynamic delay adaptive regulation is proposed
to enable high-speed and large-range displacement measurement. In this paper, the proposed model and algo-
rithm are validated through simulation and experimental tests. The results demonstrate a displacement resolution
of 0.1 nm with a standard deviation of less than 0.5 nm when measuring at a high velocity of 1.5 m/s—nearly a
tenfold increase of the latest study. © 2024 Chinese Laser Press

https://doi.org/10.1364/PRJ.513576

1. INTRODUCTION

With the rapid development of high-end equipment manufac-
turing and the widespread adoption of photoelectric detection
technology, laser interferometric displacement measurement
technology [1] has emerged as a crucial tool in the realm of
ultra-precision machining. This technology offers distinct ad-
vantages, such as high precision, non-contact measurement,
and traceability [2]. Traditional mirror-based laser interferom-
eters, while highly precise, often exhibit large physical footprints
and demand stringent measurement environments. In contrast,
embedded fiber-optic micro-probe laser interferometers (FMIs)
characterized by their small size, high integration, robust
environmental adaptability, and online measurement capabil-
ities, play an important role in confined measurement environ-
ments and subnanometer resolution measurement [3–5].

The performance of FMI is largely limited by demodula-
tion technology. As a mature technology, white light interfer-
ometers, utilizing broadband light sources for cavity length

measurement, can achieve subnanometer resolution [6].
However, this remarkable resolution is primarily suitable for
quasi-static measurements and may not perform optimally in
high-speed measurements. Consequently, the quadrature inten-
sity demodulation technique [7,8] has gained popularity for fast
measurements, yet it is constrained by a limited dynamic range
(λ∕4), which brings limitations in practical applications. In
addition to the above-mentioned methods, phase-generated
carrier (PGC) technology offers advantages including good lin-
earity, broad dynamic range, and high sensitivity, making it a
widely adopted signal demodulation technology [9,10].

Typically, the maximum measurement speed of the interfer-
ometer is limited by the laser modulation frequency [11]. PGC
technology needs to generate a high-frequency carrier phase sig-
nal based on the modulated laser frequency and the idle length
of the interferometer, so as to be applied to high-speed mea-
surement. He et al. proposed an inverse tangent differential
self-crossing algorithm (PGC-Arctan-DSM), which attains a
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signal-to-noise-and-distortion (SINAD) of 60 dB [12]. In
2021, Yan et al. proposed a nonlinear error compensation
method based on the PGC-Arctan algorithm to eliminate the
nonlinear errors of nanoscale displacement measurements [13].
In 2022, Chen et al. introduced a demodulation scheme
that combines PGC-Arctan and PGC-DCM to reduce nonlin-
ear errors from 3.65 nm to 0.10 nm at a displacement of 1 μm/s
[14]. The same year, Li et al. presented an enhanced PGC
demodulation algorithm based on frequency mixing and divi-
sion difference [15]. Compared to traditional PGC-DCM and
PGC-Arctan algorithms, this method improves the signal-to-
noise ratio (SNR) by 26.26 dB and 35.66 dB, respectively.
However, all these methods analyze the signal quality of the
demodulation results and do not directly establish a relation-
ship between PGC system performance and displacement mea-
surement resolution, thus lacking a basis for subnanometer
resolution design. Furthermore, the optimization algorithms
for PGC are designed for short-distance and low-speed mea-
surement conditions, and a high-speed PGC demodulation
model with subnanometer precision has not been established
and realized.

At present, the primary factors affecting PGC demodulation
include accompanied optical-intensity modulation (AOIM),
phase modulation depth (PMD), and carrier phase delay
(CPD), making further enhancement of interferometer
demodulation precision challenging. In the existing technology,
errors arising from AOIM and PMD have been effectively mi-
tigated [16–20], while errors caused by CPD remain difficult to
suppress, and even the displacement signal cannot be demodu-
lated successfully under high-speed and long-distance measure-
ment conditions. To address this, more suitable solutions, such
as the elliptic fitting method, have been proposed [21,22].
However, this approach has the drawbacks of substantial
computational requirements and slow operation speed and is
generally used for off-line measurements. In contrast, the eigen-
value extremummethod, based on the elliptic fitting algorithm,
enables real-time online measurement. Nevertheless, its limita-
tion lies in its limited sampling rate, making it challenging to
extract accurate extremum values under conditions of slow
sampling rates. Furthermore, the elliptic fitting algorithm
may fail when the Lissajous diagram of the system forms a
straight line.

To address the above-mentioned CPD-related issues, Dong
et al. [23] proposed a CPD prediction method. However, this
method is a static prediction of CPD, which cannot meet the
dynamic measurement requirements. In response to this prob-
lem, Wang et al. [24] employed the Arctan algorithm in PGC
to estimate the real-time carrier phase delay compensation
amount, but when the phases to be measured correspond to
integer multiples of π, the demodulation results exhibit discon-
tinuities. Then Xie et al. [25] proposed a CPD extraction
method that effectively avoids the above problem, but also
brings a new problem, that is, when the CPDs correspond
to odd multiples of π∕4, the demodulation results exhibit dis-
continuities. These jump points significantly affect modulation
accuracy, highlighting the need for reliable and effective online
CPD compensation under high-speed and large-range measure-
ment conditions.

This paper introduces a resolution equivalent model based
on the PGC-Arctan demodulation algorithm with internal
modulation. This model effectively represents the PGC
demodulation process as a signal acquisition system that in-
cludes equivalent error terms. It establishes a relationship be-
tween the effective number of bits N � in the equivalent
model and the actual precision of the demodulation system.
This approach allows for confident error allocation in the de-
sign of FMIs, offering valuable guidance for this type of design.
Furthermore, the paper conducts a theoretical analysis of phase
demodulation errors that occur in traditional PGC algorithms
under high-speed and large-range measurement conditions. In
such scenarios, issues like characteristic parameter disappear-
ance and system CPD cannot be ignored, as CPD has a signifi-
cant impact on the calculation results. Therefore, an adaptive
compensation algorithm, combining dynamic and static CPD,
is designed. Experimental results demonstrate that using this
compensation algorithm, measurement errors caused by
CPD can be reduced to less than 0.5 nm at a measurement
speed of 1.5 m/s, meeting subnanometer level resolution pre-
cision requirements.

The subsequent sections of this paper are organized as fol-
lows. In Section 2, the whole work of this paper is introduced.
In Section 3, an equivalent model for subnanometer precision
resolution using the PGC demodulation algorithm under
high-speed measurement is established. Furthermore, the
relationship between the performance of the demodulation sys-
tem and the equivalent model parameters is highlighted.
Additionally, the influence of CPD, AOIM, and PMD on
the demodulation results is analyzed, while offering reasonable
solutions based on the underlying generation mechanism. In
Section 4, the impact of CPD on the quality of demodulation
signals is assessed through simulations, and a high-precision de-
lay dynamic adaptive PGC demodulation algorithm is de-
signed. Finally, the feasibility and advanced nature of this
method are validated through comparative experiments.

2. RESULTS AND SUMMARY OF HIGH-SPEED
AND HIGH-PRECISION PGC DEMODULATION

The overall context of this paper is shown in Fig. 1. A novel
resolution-equivalent model is proposed for the first time to
evaluate the accuracy of displacement measurement, based
on the measurement concept of FMI and the operating prin-
ciple of the PGC demodulation algorithm. After analyzing the
error terms of each link in FMI, aiming at the nonlinear error
introduced by the CPD phenomenon under high-speed mea-
surement, a high-precision PGC demodulation algorithm with
delay dynamic adaptive regulation is proposed for the first time.

In Fig. 1, the lower-left corner represents the overall actual
hardware platform structure containing the optical path and
circuitry, and the gray block diagram in the upper-left corner
is its equivalent structure. Combining these two structure dia-
grams, it can be seen that in this paper, the overall structure is
equivalent to an analog-to-digital converter (ADC) containing
each error term, whose input is the phase to be measured φ0,
and the output is the calculated phase φ 0, and based on this
equivalence process, a resolution equivalent model is estab-
lished for evaluating the accuracy of the FMI displacement
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measurement. From the results of the equivalence, integrate
all the errors and noise in the FMI system and consider them
as the quantization errors of the equivalent ADC. Put simply,
the accuracy of the displacement measurement of FMI can be
quantified by the effective number of bits of the equiva-
lent ADC.

Then, analyze the error terms introduced by each error
source in the measurement system, such as the error terms
M τ and Aτ introduced by the CPD phenomenon, and establish
the phase demodulation error model according to the errors
existing in FMI. The phenomenon of PGC not working prop-
erly under high-speed measurement is revealed initially, and si-
multaneously, the CPD phenomenon is found to be the key
reason limiting the further improvement of displacement mea-
surement accuracy under high-speed measurement. Hence, a
high-precision PGC demodulation algorithm with delay
dynamic adaptive regulation is designed. This algorithm is de-
picted in the blue algorithm block diagram located in the
upper-right corner.

Finally, following experimental analysis, the comparison
graphs of displacement measurement accuracy between high-
speed and low-speed, traditional PGC methods [24,25] and
the proposed PGC method are plotted in gray, red, and blue
in the lower-right corner. From these three depicted accuracy
versus work distance curves, it can be seen that with the increas-
ing measurement speed, traditional PGC methods exhibit

curve distortion due to the CPD phenomenon, while the pro-
posed PGC method still has high measurement accuracy at the
same high measurement speed, realizing a displacement reso-
lution of 0.1 nm with a standard deviation of less than
0.5 nm at a speed of 1.5 m/s.

3. HIGH-SPEED PGC DEMODULATION MODEL
FOR SUBNANOMETER PRECISION

A. Equivalent Analysis Methods for Deep
Subnanometer Resolution
Figure 2 illustrates the block diagram of the PGC demodula-
tion algorithm based on FMI. This paper presents an FMI,
characterized by its small size, common optical path, and easy
integration. The phase to be measured, φ0�t� � 4πn · L0�t�∕λ,
is directly proportional to the displacement to be measured,
L0�t�, where n is the refractive index and λ is the output wave-
length of the laser. The input signal passes through the FMI,
photodetector, and high-speed analog-to-digital converter
(ADC) to create an interference signal, which then enters the
PGC demodulation system for signal processing. The PGC al-
gorithm can be regarded as a combination of two lock-in am-
plifiers and an Arctan algorithm, and the specific demodulation
process unfolds as follows: the collected interference signal
splits into two channels, and both interference signals are
simultaneously multiplied by the first and second harmonic

Fig. 1. System schematic of a PGC demodulation model and method with high-speed and high-precision performance.

Fig. 2. Block diagram of the FMI demodulation system based on the PGC algorithm. FMI: fiber-optic micro-probe laser interferometer; RO:
reference oscillator; LPF: low-pass filter; Arctan: inverse tangent algorithm. The left side of the Arctan algorithm represents the actual interference
setup, while the right side shows the equivalent diagram. The green and yellow wireframes on both sides correspond to the equivalent ADC�

1 and
ADC�

2 , respectively.
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carrier signals at the modulation frequency. They go through
low-pass filters (LPFs) and become two orthogonal sine and
cosine signals, denoted as u1 and u2, respectively.
Subsequently, the two orthogonal signals are divided first
and then the inverse tangent operation is performed to obtain
the calculated phase, φ 0�t�.

The PGC demodulation algorithm derives the output
phase, φ�t� � arctan�u1∕u2�. The output error of the system,
Δφ�t�, in the form of uncertainty, is evaluated as follows:

Δφ�t� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
∂φ�t�
∂u1

· Δu1
�

2

�
�
∂φ�t�
∂u2

· Δu2
�

2
s

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�

u2
u21 � u22

�
2

Δu21 �
�

u1
u21 � u22

�
2

Δu22

s
, (1)

where Δu1 and Δu2 are the errors of u1 and u2, respectively.
Since u1 and u2, obtained by analog-to-digital conversion

within the solution system, originate from the same ADC,
the resolution of the two signals is identical. Consequently,Δu1
can be assumed to be equal toΔu2. Through reasonable design,
ignoring the errors introduced by CPD, AOIM, and filters, and
when the phase modulation depth C is 2.63 [13], the ampli-
tudes of the two signals, U 1 and U 2, are also equal. Utilizing
the trigonometric function relationship, the output error of the
system can be further simplified as follows:

Δφ�t� � Δu1
U 1

: (2)

It can be observed that the final simplified expression of the
phase error, Δφ�t�, is equivalent to the dynamic range of the
output phase of the system.

According to Fig. 2, the solid green wireframe and solid yel-
low wireframe on the left correspond to ADC�

1 and ADC�
2 ,

marked by the dotted line frames of the corresponding colors
on the right. Consequently, the entire interferometry and phase
demodulation system can be regarded as two identical ADCs
with the effective number of bits N �, serving to convert analog
displacement measurements to digital values. Existing displace-
ment errors ΔL in the conversion process can be expressed as
follows:

ΔL � λ

4πn
Δφ�t� � λ

4πn
·
1

2N
� : (3)

The relationship between SINAD and N � of the equivalent
model can be expressed as follows:

N � � SINAD �dB� − 1.76 �dB�
6.02 �dB� : (4)

As shown in Fig. 3, equivalent acquisition bits and SINAD
change with displacement measuring resolution can be derived
from Eqs. (3) and (4). For instance, in an experiment utilizing a
laser with a central wavelength of 1532.8 nm, the equivalent
ADC resolution should be around 10.3 bits to achieve an in-
terferometric accuracy of 0.1 nm. Hence, reasonable error dis-
tribution is required, offering guidance in the design of
interference and calculation systems.

B. Analysis of Nonlinear Demodulation Error
Mechanism at the Subnanometer Scale
According to the modulation and demodulation principle of
FMI, the errors in the optical path are initially analyzed. First,
there is a time delay τ between the laser output from the laser
tube and the photodetector. Second, when the driving current
modulates the frequency of the laser, it inevitably modulates the
light intensity, causing the amplitude of the optical signal to
periodically change according to the modulation frequency.
These factors introduce nonlinear errors into the demodulation
results. At this point, the interference signal im [23] can be rep-
resented as

im � �1� m cos�ω0�t − τ� � φm��
· �A� B cos�C cos�ω0�t − τ�� � φ0�t���

� �1� m cos�ω0t − φτ � φm��
· �A� B cos�C cos�ω0t − φτ� � φ0�t���, (5)

where m represents the coefficient of AOIM; ω0 is the modu-
lation frequency; A is the DC component of the interference
signal and B is the AC component of the interference signal; C
is the depth of phase modulation; φτ � ω0τ represents CPD
due to the delay in the optical path; φm is the phase difference
between AOIM and the laser center frequency modulation.

Upon analog-to-digital conversion, the quantization error of
the detected interference signal emerges. By increasing the
ADC bits to enhance the acquisition accuracy, the error can
be minimized, so the effect of quantization error is ignored
in this paper. Finally, during PGC demodulation, the interfer-
ence signal is split into two paths. In practice, higher-order
Bessel function expansions and mB related terms are ignored
to achieve simplification due to lower impact. After the first

Fig. 3. (a) Relationship of displacement measuring resolution with equivalent acquisition bits and SINAD. (b), (c) Displacement measurement
results around point A and point B, respectively, within 1 s.
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and second harmonic multiplication and filtering, the output
results, u1 and u2, are expressed as

u1 � −BJ1�C cos φτ�J0�C sin φτ� · �1
� J2�C sin φτ�∕J0�C sin φτ�� · sin�φ0�t��

� 1

2
mA cos Δφmτ � g�ω0�, (6)

u2 � −BJ2�C cos φτ�J0�C sin φτ� · cos�φ0�t��
� BJ2�C sin φτ�J0�C cos φτ� · cos�φ0�t�� � h�ω0�,

(7)

where J0, J1, and J2 are zeroth-order, first-order, and second-
order Bessel functions, respectively; Δφmτ � φm − φτ; g�ω0� is
the residual error after the first harmonic filter; h�ω0� represents
the residual error after the second harmonic filter.

Therefore, as illustrated in Fig. 4, the FMI demodulated by
the PGC algorithm can be regarded as consisting of two data
acquisition systems with multiplicative and additive error terms
and an Arctan algorithm. After φ0�t� passes through ADC�

1 and
ADC�

2 , the calculated phase φ 0�t� with errors can be deter-
mined by division and Arctan algorithms. The phase output
result of the solution system is expressed as follows:

φ 0�t� � arctan

�
Mm,τ ·M τ1 · sin�φ0�t�� � Am,τ � g�ω0�

M τ2 · cos�φ0�t�� � Aτ2 � h�ω0�

�
,

(8)

where Mm,τ and Am,τ are errors introduced by AOIM and
CPD, which are multiplicative error and additive error, respec-
tively.M τ1 andM τ2 are the multiplicative errors introduced by
CPD. Aτ2 is the additive error introduced by CPD into the
cosine signal.

Therefore, the above errors can be briefly recorded as8>>>>>><
>>>>>>:

Mm,τ � 1� J2�C sin φτ�∕J0�C sin φτ�,
M τ1 � −BJ1�C cos φτ�J0�C sin φτ�,
M τ2 � −BJ2�C cos φτ�J0�C sin φτ�,
Am,τ � 1

2mA cos Δφmτ,

Aτ2 � BJ2�C sin φτ�J0�C cos φτ� · cos�φ0�t��:

(9)

Analyzing the influence of each error term on the measure-
ment results.

(1) For terms M τ1 and M τ2, jM τ1j � jM τ2j can be ob-
tained when the value of C cos φτ equals first- and second-
order Bessel functions. Therefore, ideal solution results can

be obtained by choosing a reasonable value of phase modula-
tion depth C , while ignoring other error terms.

(2) However, there are some issues with the approach men-
tioned in (1). First, the same time delay τ will result in different
carrier phase delays φτ at various modulation frequencies ω0, so
different C values need to be adjusted accordingly. Second, the
error introduced by optical path delay only considers the multi-
plicative errors in (1), but additive error Aτ2 cannot be avoided.
Therefore, it is necessary to implement compensation measures
to adapt ω0τ. For instance, in the off-line compensation
method, the average delay can be determined through several
experiments, and an appropriate circuit delay can be introduced
according to the value of ω0, ensuring φτ � kπ, k ∈ Z . In the
case of the online compensation method, delay effects can be
eliminated by introducing an online compensation unit.

(3) For error terms Mm,τ and Am,τ, we can think of com-
pensation methods in terms of Δφmτ or m. First, we can benefit
from the phase compensation methods in (2), so that
Δφmτ � φm − φτ � �2k � 1�π∕2, k ∈ Z , in order to elimi-
nate the influence of m cos Δφmτ. Second, the effective ap-
proach is to design a light-intensity compensation system or
establish a reference optical path to reduce the impact of the
AOIM coefficient m on the solution system.

(4) Residual errors, g�ω0� and h�ω0�, caused by the filters
are due to the non-ideal nature of the LPF in the PGC algo-
rithm. These errors result from spectrum aliasing and other fac-
tors. Hence, it is essential to design the attenuation coefficient
and cutoff frequency of LPF reasonably to mitigate the influ-
ence of residual errors.

4. HIGH-SPEED AND HIGH-PRECISION PGC
DEMODULATION METHOD

A. Mechanism of PGC Demodulation Signal Blanking
at High Speed and Large Ranges
After eliminating the errors caused by AOIM and PMD
through existing techniques [16–20], this section then resolves
the errors introduced by CPD in Eq. (5) under high-speed and
long-distance measurement conditions. For the FMI, the
essence of the motion of the object being measured is the
Doppler shift. Therefore, the motion frequency of the object
fo can be equivalent to the motion speed vo, as fo � 2vo∕λ. The
presence of a motion frequency induces a shift in the interfer-
ence signal spectrum. Hence, when employing a certain modu-
lation frequency, the spectrum of the interference signal shifts
with the increasing motion speed of the measured object. If the
speed continues to rise, spectrum aliasing occurs, ultimately
rendering the interference demodulation system dysfunctional.
It can be stated that the modulation frequency influences the
theoretical maximum measurement speed that the interfero-
metric system can demodulate. Considering a measurement
speed index in this paper of 1.5 m/s, corresponding to a motion
frequency of 2 MHz, the frequency of the modulating signal
was finally selected as 10 MHz.

The impact of CPD on the equivalent acquisition bits and
SINAD is examined using open-source numerical simulation
software. As shown in Fig. 5, assuming that the object is in
sinusoidal motion, Eq. (5) serves as the interference input sig-
nal, neglecting all other errors except for CPD, and the equiv-
alent acquisition bits and SINAD are computed for various

Fig. 4. Block diagram of resolution equivalent model including each
error term.
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CPDs, ranging from 0 to 2π. It can be observed that CPD ex-
erts a substantial influence on the equivalent acquisition bits
and SINAD of the first and second harmonics; particularly,
when approaching odd multiples of π∕2 or π∕4, the equivalent
acquisition bits and SINAD for the interference signal drop
sharply, resulting in the inability to resolve the signal. Based
on the previous analysis, increasing the carrier modulation fre-
quency is essential to achieve high-velocity measurements, but
it is inevitable that the CPD will increase significantly under the
same system parameters. To delve further into this, certain as-
sumptions are made. The modulation frequency of the carrier
signal is set at 10 MHz, corresponding to a period of 100 ns.
Consequently, the CPD of the light wave reaches 90 deg after a
1/4 period, which equals 25 ns. As a result, when conducting
large-range measurements and measuring objects at varying dis-
tances, the corresponding CPD of the system as well as SINAD
will be different.

The following simulation experiments were conducted to
further elaborate on the requirements of large-range and

high-velocity measurements. Figures 6(a) and 6(b) correspond
to the variation of the equivalent acquisition bits and SINAD
for the first and second harmonics with the work distance when
the modulation frequency is 3 MHz, 7 MHz, and 10 MHz.
Figures 6(c) and 6(d) correspond to the variation of the equiv-
alent acquisition bits and SINAD for the first and second har-
monics with the work distance when the initial delay angle is
0 deg, 45 deg, 90 deg, and 135 deg.

As shown in Figs. 6(a) and 6(b), it can be seen that for the
requirement of low-speed measurement (corresponding to low
modulation frequency), the equivalent acquisition bits and
SINAD are not greatly affected by the variation of the work
distance within the range of 2 m. However, as the measurement
speed increases (the corresponding modulation frequency also
increases), for example, when the modulation frequency is
10 MHz, the equivalent acquisition bits and SINAD of the
second harmonics have huge errors at the work distance of
about 1.9 m. The above analysis of the measurement speed
shows that when the initial delay angle is zero and under

Fig. 5. Effect of CPD of the system on equivalent acquisition bits and SINAD. (a), (b) First and second harmonic demodulation signals,
respectively.

Fig. 6. Influence of modulation frequency and initial delay angle on equivalent acquisition bits and SINAD for work distance in the 2 m range.
(a), (b) Variation curves of equivalent acquisition bits and SINAD for the first and second harmonic demodulation signals with the work distance
when the modulation frequency is 3 MHz, 7 MHz, and 10 MHz. (c), (d) Variation curves of equivalent acquisition bits and SINAD for the first and
second harmonic demodulation signals with the work distance when the initial delay angle is 0 deg, 45 deg, 90 deg, and 135 deg.
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the same measurement conditions, the increase in the measure-
ment speed also increases the CPD, which has a drastic effect.
Then the effects of different initial delay angles when the
modulation frequency is fixed will be studied below. As shown
in Figs. 6(c) and 6(d), the modulation frequency is 10 MHz at
this time. Compared with the curve when the initial delay angle
is zero, it can be seen that when the initial phase keeps increas-
ing, the error caused by the initial phase angle is directly super-
imposed on the error caused by the modulation frequency. In
addition, the errors brought by different initial delay angles to
the system are also different, and the initial delay angles in the
actual experiments are also uncertain, which makes the errors
caused by the initial delay angles difficult to avoid. Therefore,
real-time dynamic adjustments of CPD are essential to ensure
the accuracy and correctness of the demodulation results.

B. High-Precision PGC Demodulation Algorithm with
Delay Dynamic Adaptive Regulation
Building on the previous analysis, there exists a carrier phase
delay φτ between the interference signal and the internal refer-
ence signal, due to the time delay of τ � τd � τs after the in-
terference signal passes through the detection optical path,
where τd represents the time spent in the work distance, and
τd is variable due to the object’s motion. On the other hand, τs
is the time taken by the other remaining optical paths (except
the work distance), so it is a constant. During large-range mea-
surements, the CPD progressively increases with the movement
of the object, causing a decrease in the signal’s SINAD after
mixing, and it may even lead to the failure of the demodulation
algorithm. Therefore, it is necessary to design a CPD compen-
sation algorithm, which is divided into three stages.

First stage: when the object being measured has not started
moving, and the system has just been powered on, a fixed CPD
caused by circuit delay is generated. At this point, the CPD
compensation amount of the reference signal generation mod-
ule is adjusted up or down at fixed intervals. Simultaneously,
the amplitude of the sinusoidal signal in the two orthogonal
signals is monitored to determine whether it has reached its

maximum. If the maximum is reached, the CPD compensation
amount φs is locked at this time to complete the static CPD
compensation.

Second stage: after the completion of static fixed CPD com-
pensation, the measured object begins to move, and the CPD
gradually increases with the motion of the object, resulting in a
dynamic CPD. During this stage, the change in dynamic carrier
phase delay φd can be calculated based on the phase informa-
tion already demodulated by the PGC-Arctan algorithm. The
dynamic carrier phase delay φd can be expressed as

φd � ω0τd � 2πf 0 ·
2L
c
� f 0

v
φ 0�t�, (10)

where f 0 is the laser modulation frequency; c is the speed of
light in a vacuum; v is the output frequency of laser.

Third stage: the static CPD compensation φs from the
first stage is added to φd , resulting in φτ � φd � φs, which
is then fed back to the CPD compensation input of the refer-
ence signal generation module to achieve real-time dynamic
CPD compensation.

The experimental process depicted in Fig. 7 unfolds as fol-
lows. The DFB laser is current-modulated by the sinusoidal
signal generated by the direct digital synthesis (DDS) unit
and the digital-to-analog converter (DAC). The output light
is transmitted through a single-mode fiber (SMF) and passes
through the fiber isolator and the optical fiber circulator
(OC). Then it travels through the GRIN lens and interferes,
and then returns to the OC. The resulting interference signal
enters the PGC demodulation system after passing through the
ADC. At this point, both the static CPD caused by the circuit
delay and the dynamic CPD arising from the motion of the
object have been calculated and stored in the compensation
algorithm. Following phase compensation, the first and second
harmonic carrier signals are multiplied by the interference sig-
nals, followed by low-pass filtering. After dividing the two
orthogonal signals, the inverse tangent operation is applied
to obtain the phase to be measured, thus achieving phase
demodulation.

Fig. 7. High-speed and large-range PGCmodulation and demodulation experimental device with dynamic CPD compensation. DDS unit: direct
digital synthesis unit; DAC: digital-to-analog converter; DFB laser: distributed feedback laser; OC: optical fiber circulator; SMF: single-mode fiber;
GRIN: gradient index lens; BS: beam splitting prism; M1: first reflector; M2: second reflector; APD: photodetector; PVD: peak value detection unit;
	Δ: variation of static CPD.
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5. EXPERIMENTAL VALIDATION

In the experiment, a DFB laser serves as the dedicated laser
source for the FMI, and it is driven by the DLC laser driver
(DLC PRO, Toptica, Germany). The stable interference signal
is detected by a photodetector and converted into a digital sig-
nal using a 16-bit ADC. The signal processing board is used for
signal processing, as well as to generate sinusoidal modulated
signals, which are output by a 14-bit DAC. The field program-
mable gate array (FPGA) is used to implement the PGC opti-
mization algorithm, and the final demodulation results are
subsequently sent to the personal computer via the universal
serial bus (USB).

A. Validation of PGC Equivalent Resolution Model
To meet the requirements of equivalent signal acquisition ac-
curacy for the phase-generated carrier demodulation lock-in
amplifier unit mentioned earlier, a multi-functional program-
mable signal generator is set up. In order to measure the static
measurement limit of the signal processing unit of the FMI,
several steps were taken. The first step was to set φ0�t� as a
fixed value in Eq. (5) to simulate the situation where the mea-
sured object was in a static state, and then connect the signal
generated by the signal generator to the self-designed signal
processing circuit board. The second step was to display the
collected digital fluctuations of the first and second harmonics
in Fig. 8. Figure 8(a) illustrates the test results of equivalent
acquisition accuracy for the first harmonic lock-in amplifier,
with the peak-to-peak value of equivalent digital quantity fluc-
tuation being 24. Figure 8(b) shows the test result of equivalent
acquisition accuracy for the second harmonic lock-in amplifier,
with the peak-to-peak value of equivalent digital quantity fluc-
tuation being 25. According to the relation between digital
fluctuation and equivalent acquisition bits, the equivalent ac-
quisition accuracies for the first and second harmonic lock-in
amplifiers are 11.42 bits and 11.36 bits, respectively. These val-
ues are close to each other and align with the assumption made
in Section 2 regarding signal processing accuracy analyses.
Furthermore, both values are better than 10.30 bits, proving
that the unit design can meet the requirements of 0.1 nm dis-
placement measuring resolution.

The experiments conducted above confirm that the phase-
generated carrier demodulation unit meets the requirements of
subnanometer resolution design. The third step was to test the
accuracy of the carrier demodulation generated by the phase-
generated carrier lock-in amplifiers combined with the arctan
unit, as shown in Fig. 9. The signal demodulation output of the

FMI is collected over 3 h, completing the long-term static phase
test of the system. According to the test results, the peak-to-
peak value fluctuation of the digital quantity is eight, and
the corresponding displacement and jitter amount is less than
0.1 nm.

B. Validation of PGC Dynamic CPD Compensation
Method
On the basis of previous analyses, it is evident that CPD
changes two orthogonal signals with equal amplitude into
orthogonal signals with different amplitudes, thereby directly
impacting the demodulation of SINAD. In the context of a
large range and high measurement velocity, the CPD rises with
the increasing displacement of the object being measured. The
CPD compensation module can be verified by comparing the
two amplitude ratios of the two orthogonal signals before and
after compensation. The following specific steps were taken.
First, a programmable signal generator was employed to gen-
erate an analog interference signal with the object to be mea-
sured in a constant motion state and with a dynamic CPD
change. The signal was then transmitted to the demodulation
system, and the data of the two pairs of orthogonal signals be-
fore and after CPD compensation were collected. As demon-
strated in Fig. 10, a comparison was made between the results
measured by the proposed method and the methods described
in previous research [24,25] through experiments.

Figure 10(a) explores the relationship between the calcu-
lated carrier phase delay φ 0

τ and the phase to be measured
φ0. Analysis reveals that the blue curve, representing the former
research method [24], exhibits spikes at certain specific points.
This occurs because when φ0 is kπ, k ∈ Z , the value obtained
by dividing the sine and cosine signals is either zero or infinite,
so an accurate carrier phase delay value cannot be obtained.

Fig. 8. Static test of equivalent acquisition accuracy of the phase-generated carrier lock-in amplifiers. (a), (b) Equivalent test results for the primary
and secondary channels, respectively.

Fig. 9. Phase static noise test of the signal demodulation system.
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Conversely, by observing the red curve representing the pro-
posed method, it can be observed that φτ 0 remains unaffected
by the change in φ0. Second, the φτ 0 was compared to the true
value of the carrier phase delay, φτ [Fig. 10(b)]. It was found
that when φτ is �2k � 1�π∕4, k ∈ Z , the blue curve, represent-
ing the method of former research [25], also exhibits spikes.
This happens because the presence of CPD introduces a multi-
plicative error term cos�2φτ� in the cosine signal, leading to the
denominator term in the division signal under these specific
points becoming zero. Consequently, an accurate carrier phase
delay value cannot be obtained. In contrast, the red curve, rep-
resenting the proposed method, indicates that φτ 0 is consistent
with φτ and remains unaffected by φτ.

In summary, when φ0 and φτ take certain specific points,
the former research methods yield error-prone results with sig-
nificant errors, resulting in inaccurate CPD compensation val-
ues. In contrast, the results calculated by the proposed method
are accurate and unaffected by these specific points.

C. Experimental Verification of Subnanometer
Resolution and High-Speed Measurement of FMI
Resolution measurement experiments were conducted using a
programmable signal generator to generate an analog interfer-
ence signal with the step motion state of the object to be mea-
sured. Various bit step values, 0.36 nm, 0.20 nm, 0.15 nm, and
0.10 nm, were set. The results obtained are displayed in Fig. 11.

Fig. 10. Comparison of CPD compensation effects of different demodulation methods. (a) Comparison of the influence of the phase to be
measured φ0 on the carrier phase delay φτ 0 calculated by the former research method and the proposed method. (b) Comparison of the calculated
carrier phase delay φτ 0 with the true value of carrier phase delay φτ using the former research method and the proposed method.

Fig. 11. Electrical test results of the displacement measuring resolution of the demodulating system. (a) 0.36 nm, (b) 0.20 nm, (c) 0.15 nm, and
(d) 0.10 nm.
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It can be observed that the steps are clear and distinguish-
able, indicating that the electrical test resolution of the meas-
uring system is 0.10 nm.

As shown in Fig. 12, experiments were conducted to mea-
sure the speed of the system. A programmable signal generator
was used to generate an interference signal simulating the
uniform motion state of the measured object at speeds of
383.2 mm/s, 766.4 mm/s, 1149.6 mm/s, and 1532.8 mm/s.
The collected data after demodulation were uploaded to the
computer for the least squares fitting. A total of 4096 collected
points were selected for data fitting, and the fitting results
under different speeds were obtained.

Figure 13 illustrates the results of displacement residuals at
speeds of 383.2 mm/s, 766.4 mm/s, 1149.6 mm/s, and
1532.8 mm/s. As observed from the figure, the residual in-
creases with the increasing object’s motion speed. This is attrib-
uted to the increase in the motion frequency of the object to be
measured, which broadens the spectrum of the interference sig-
nal, ultimately reducing the stopband attenuation of the low-
pass filter.

The displacement standard deviation was calculated based
on the fitting results and the residual distribution. The relation-
ship between the standard deviation of measurement and the
frequency of motion is plotted in Fig. 14.

Fig. 12. Fitting results at speeds of 383.2 mm/s, 766.4 mm/s,
1149.6 mm/s, and 1532.8 mm/s.

Fig. 13. Results of measurement velocity residual of the demodulating system at speeds of (a) 383.2 mm/s, (b) 766.4 mm/s, (c) 1149.6 mm/s,
and (d) 1532.8 mm/s.

Fig. 14. Relationship between standard deviation of measurement
and motion frequency.
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It reveals that when the equivalent frequency of the motion
of the object to be measured is within the range of 2000 kHz,
that is, when the motion speed of the object to be measured
is within 1.5 m/s, the measurement standard deviations are
consistently below 0.5 nm. This shows that the demodulation
system has achieved subnanometer precision at a high-speed
measurement of 1.5 m/s.

6. CONCLUSIONS

The new generation of ultra-precise FMI plays a vital role in
displacement measurement with subnanometer resolution,
thanks to its advantages of compact measurement space and
high integration. Phase-generated carrier demodulation tech-
nology based on internal modulation is a commonly used phase
demodulation method. However, this algorithm is only suitable
for small distance and low-speed measurement conditions, and
nonlinear errors are introduced under high-speed and large-
range modulation.

This paper proposes, for the first time, a resolution equiv-
alent model, which equivalently models the modulation and
PGC demodulation processes as a signal acquisition system, en-
abling the total error generated by all internal links to be char-
acterized using N � in the resolution equivalent system,
providing a basis for error allocation in subnanometer resolu-
tion design. Additionally, this paper offers a theoretical analysis
of nonlinear errors and error sources generated during high-
speed measurement. It presents an adaptive compensation al-
gorithm combining both dynamic and static CPD to address
the errors introduced by CPD during PGC demodulation.
Experimental results demonstrate that when the measurement
speed is 1.5 m/s, the measurement error caused by CPD can be
reduced to less than 0.5 nm, thus achieving subnanometer res-
olution accuracy requirements.

In the future, we aim to further analyze other error sources
presented here and provide practical solutions to enhance mea-
surement accuracy.
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