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High-quality wide-angle holographic content is at the heart of the success of near-eye display technology. This work
proposes the first digital holographic (DH) system enabling recording wide-angle scenes assembled from objects
larger than the setup field of view (FOV), which can be directly replayed without 3D deformation in the near-eye
display. The hologram formation in the DH system comprises free space propagation and Fourier transform (FT),
which are connected by a rectangular aperture. First, the object wave propagates in free space to the rectangular
aperture. Then, the band-limited wavefield is propagated through the single lens toward the camera plane. The
rectangular aperture can take two sizes, depending on which DH operates in off-axis or phase-shifting recording
mode. An integral part of the DH solution is a numerical reconstruction algorithm consisting of two elements: fringe
processing for object wave recovery and wide-angle propagation to the object plane. The second element simulates
propagation through both parts of the experimental system. The free space part is a space-limited angular spectrum
compact space algorithm, while for propagation through the lens, the piecewise FT algorithmwith Petzval curvature
compensation is proposed. In the experimental part of the paper, we present the wide-angle DH system with FOV
25° × 19°, which allows high-quality recording and reconstruction of large complex scenes.
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1. INTRODUCTION

Augmented and virtual reality (AR/VR) is increasingly reaching
consumers, mainly for entertainment purposes, although there
is a space for application in other areas of life. This motivates
the continued development of 3D displays [1]. Among modern
3D imaging techniques, holography is considered the most
promising and forward-looking since it involves recording
and reproducing the optical field generated by real objects.
Therefore, the holographic image is able to reproduce all the
cues of three-dimensional perception and is free of the accom-
modating-convergence problem. The most promising solutions
for AR/VR applications are holographic near-eye displays
(HNEDs) [2], in which the generated content and projected
image must match the parameters of the human eye’s vision.
Holographic near-eye displays show great commercialization
potential, which can only be unleashed if HNEDs can deliver
high-quality holographic content in a wide field of view (FOV).

For this to happen, both the content and display sides must
provide high image quality in a large FOV. HNEDs configu-
rations mainly rely on high-resolution spatial light modulators
(SLMs), which are capable of reproducing a high-quality image,
and by using optical magnification [3] they enable wide FOV.

Unfortunately, wide-angle content is limited to numerical en-
coding of 3D models using the computer-generated hologram
(CGH) technique. Current CGH algorithms can generate non-
paraxial holograms of objects larger than the dimensions of the
generated hologram [4–7], but the computational effort in-
creases for the larger FOV and high image quality. Willing
to provide a real-like representation of the object, the CGH
algorithms must incorporate visual effects that occur in real life.
The only technique with such capabilities is registration on
holographic plates, where the obtained quality of the recon-
structed image is considered a gold standard. The available
CGH algorithms support some of the visual effects, such as
nonuniform scene illumination [4,8], occlusion culling
[9–11], and shadows [4,8]. On the other hand, including other
visual effects, e.g., reflections, dispersion, and semitransparency
[12], having a high-quality image is still challenging.
Implementing each of these visual effects increases the CGH
algorithm’s complexity and computational effort. Therefore,
further extensive research in this area is required to achieve
the gold standard of image quality with CGH.

The other approach in holographic content generation, re-
searched concurrently with the CGH algorithms, is digital
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holography (DH) [13–15]. The DH employs the same prin-
ciples as classical holography and, by those means, has the po-
tential to reach the holographic gold standard. However, the
development of DH is not as dynamic as CGH techniques
due to current hardware restrictions, which is a limited spatial
resolution of the CCD/CMOS sensors. In most popular DH
techniques, Fresnel and lensless Fourier setups, the field angle is
given by θ � � arcsin�λ∕2Δ�, where λ is the wavelength, and
Δ is the camera pixel pitch. In these classical configurations, the
obtained FOV is small; e.g., as reported in Refs. [16–18], it is
�4.5°. The narrow FOV limits the applicability of DH in near-
eye holographic displays. Thus, further research for widening
FOV is needed.

In the present state of the art, there are several approaches to
extend the capabilities of DH capturing systems. A hologram’s
spatial resolution, which is limited by sensor size, can be in-
creased by employing the synthetic aperture concept
[18,19]. DH usually uses coherent light sources, which intro-
duces speckle noise that reduces the quality of the hologram.
Some approaches for speckle noise reduction are numerical fil-
tering or averaging multiple holograms [17,20,21]. Another ap-
proach is to use partially coherent illumination [22–24]. In
terms of FOV expansion, the DH capture system can use con-
cave lenses as in Ref. [25]. There, the field angle is increased by
demagnifying the object for the hologram formation, but the
angle is still limited by the used paraxial approximation, and
applied object magnification results in a distorted image.
The other approach for extending FOV is the employment
of far infrared illumination [26], but the used wavelength
causes mismatch problems when applied to HNEDs
[27,28]. In addition, all of the above solutions have a significant
drawback, which is the limitation of the recorded scene. The
recorded scene must be a single object smaller than the system
FOV. This limitation is related to aliasing encoded in holo-
graphic fringes. To the best of our knowledge, no work ad-
dresses this issue. The registration of wide-angle holograms
of deep, large, and complex scenes exceeding the system
FOV is a key feature to unlock the full potential of the DH
when applying it to HNEDs. For example, this allows adding
to the hologram such important, complementary elements of
the real scenes as the ground, background, or other objects of
arbitrary location.

This work presents a novel concept of a wide-angle DH
(WADH) setup with the capability of extended FOV and ali-
asing-free registration, enabling holographic recording of large
and complex scenes. The proposed solution consists of a novel
optical holographic system for hologram recording as well as a
new processing path that allows numerical reconstruction of
the recorded scene. The WADH recording system comprises
two parts: Fourier transforming with a single lens and wide-
angle free space propagation. The first part implements the
Fourier transform (FT) between the camera plane and the cor-
responding Fourier plane, where a rectangular aperture is
placed for spatial limitation of the object wave. The second
part is the wide-angle propagation in free space between
the object and the Fourier plane. The Fourier plane in our
setup is equivalent to the hologram plane of the classical
DH approach. Therefore, the holographic signal from that

plane can be a source of content for a holographic near-eye
display.

The advantage of the WADH technique is that the discrete
property of its Fourier plane defines the FOV of the system and
can be modified by the focal length of the Fourier lens. The
system can record holographic fringes in two modes, i.e., off-
axis and phase-shifting. In off-axis mode, the aperture size in
the Fourier plane is reduced, and, in consequence, such off-axis
hologram reconstruction has a lower resolution. For hologram
reconstruction, the numerical reconstruction algorithm, which
consists of two elements, fringe processing for object wave
recovery and wide-angle propagation to the object plane, is
developed. Depending on the hologram capturing mode, the
fringe processing is different; it contains frequency filtering
and arithmetic fringe manipulation.

The propagation processing part simulates accurate wide-
angle propagation from the detector plane to the object plane,
preserving the 3D geometry of recorded objects. Achieving
large FOV requires a short focal length, resulting in Petzval
curvature. This aberration is compensated numerically by a
two-step solution. The first step is a calibration procedure in
which the center of the Petzval curvature is found.
Meanwhile, the second step is a numerical algorithm for field
curvature compensation based on bilinear approximation. The
Petzval curvature compensation enables us to simulate the field
propagation between the detector and the Fourier plane of the
system. The next part of the reconstruction algorithm, propa-
gation to the objects, is implemented using the angular spec-
trum compact space-bandwidth product (AS-CSW) method
[29,30]. The principle of the system operation is confirmed
by showing numerical reconstructions of recorded holograms
with a large FOV. In this experiment, a scene consisting of
many objects placed at different depths and with size exceeding
the FOV of the system is holographically recorded.

In Section 2, the optical scheme of the WADH system is
described. Section 3 explains the hologram formation process,
where the implication of using a short-focal lens is discussed.
Next, Section 4 introduces the numerical hologram
reconstruction tool. Subsequently, Section 5 discusses the pro-
cess of calibrating the system. Section 6 is the experimental
part, in which reconstructions of the recorded holograms are
presented, confirming the novel properties of the WADH sys-
tem. Section 7 summarizes the major developments of
this work.

2. OPTICAL SETUP OF WADH

The scheme of the WADH system is presented in Fig. 1. The
laser beam of wavelength λ � 532 nm is polarized elliptically
with the quarter-wave plate (QWP) and half-wave plate
(HWP). Then, the beam is unevenly divided into reference
and object waves on a polarizing beam splitter cube (PBSC).
The reference beam passes through a linear polarizer (LP),
which is used to attenuate reference beam intensity. The beam
splitter cube (BSC) with mirror M1 attached to the piezo-
electric actuator (PZT) redirects the beam simultaneously,
adding the ability to use the phase-shifting method. Further,
the redirected reference beam is extended with a microscope
objective (MO) and a pinhole (PH), and then collimated with
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the collimating lens (CL). Finally, the reference wave is incident
on a CMOS sensor (JAI SP-20000M-USB, resolution
5120 × 3840 pixels, pixel pitch Δ � 6.4 μm) used for holo-
gram recording, after being reflected on the first surface of
the beam splitting plate (BSP). The object beam is divided into
two illumination paths where the uniform illumination of a
scene is achieved with the engineered diffusion plates (D),
which gives a fine speckle pattern. The used diffusion plates
are Thorlabs ED1-S50, which provides the square-shaped illu-
mination at a 50° diffusion angle with a top hat intensity pro-
file. To have a high-quality hologram, it is important to place
the object within the area of quasi-constant illumination. A part
of the light scattered on the surface of the registered object
propagates toward the rectangular spatial filter (RF). This spa-
tial filter is placed in the focal plane of the lens L (Thorlabs
AC508-075-A-ML, F � 75 mm, NA � 0.67). The object
beam passes through L to its back focal plane, where there
is a CMOS sensor. In this plane, the object beam is interfering
with the reference plane wave, creating the hologram of the
recorded scene.

3. PROPERTIES OF THE RECORDED
HOLOGRAM

This section gives details about the registration process and de-
scribes the features of the captured hologram. The registration
process is illustrated with the conceptional diagram showing
important parameters of the object u and reference r waves,
which is presented in Fig. 2. Depending on the selected type
of holographic registration mode, the reference wave is an on-
axis or off-axis plane wave. The direction of propagation of the
reference beam is set by a beam splitter plate, shown in Fig. 2,
with a semitransparent green area. The formation process of the
object beam is more complex. The object wave travels from the
object (plane X3) to the RF (plane X2), where it is spatially
limited. The size of the RF is set to be equal to the dimensions
of the object beam at X2. Then, in sequence, after focusing by
the lens L, it arrives at the CMOS plane X1. Consequently, the
process of generating an object wave can be divided into two
main stages that determine the properties of the captured holo-
gram. The first stage is a spatial limitation of wide-angle object
wave, while the second is FT.

The hologram, recorded at the plane X1, is an interference
pattern of the reference and object wave, and its distribution
can be written as

H � ju1j2 � jr1j2 � u1r�1 � u�1r1, (1)

where � stands for conjugation operation. An example of a re-
corded hologramH is shown in Fig. 3, where it can be seen that
H resembles the distribution of a defocused object; whereas the
accompanying magnification illustrates the fine structure of the
holographic fringes coding the object’s shape.

The captured hologram H is a discrete signal of size
Nx × N y and sampling interval Δ, which are also the pixel
number and pixel pitch of the camera, respectively. Figure 2
shows that the object waves from the planes X1 and X2 are
Fourier transform related. Thus, the sampling interval of the
object wave at filter plane X2 equals Δx2 � λFN −1

x Δ−1 and
Δy2 � λFN −1

y Δ−1. Consequently, the spatial size of the object
wave u2 at the filter plane X2 can be maximally Bx2 � NxΔx2
and By2 � NyΔy2. Thus, at this plane, there is filter RF deter-
mining spatial dimensions of u2. The selection of the filter size
is discussed later in this section. The sampling period at the
filter plane determines the maximal registration angle of an ob-
ject as sin θx � �λ∕2Δx2 and sin θy � �λ∕2Δy2. Thus, the
field angle of the WADH system is

θx,y � � arcsin
Nx,yΔ
2F

: (2)

This relationship defines one of the geometrical properties
of the WADH technique, which is the size of the recorded

Fig. 1. Scheme of the WADH setup.

Fig. 2. Concept of hologram registration in the WADH setup.

Fig. 3. (a) Exemplary hologram H and (b) zoom of the fringe
pattern.
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image. The field angle is proportional to the focal length F and
the sensor area. Thus, it can be enlarged using a short focal
length F or a large area sensor. As a result, the larger scenes
can be recorded, where the transverse size of the registered vol-
ume at the distance z is 2z tan�θx,y�. The second geometrical
property of the WADH technique is a reconstructed image res-
olution. For this, the on-axis object point generating a spherical
wave is illustrated by purple color in Fig. 2. As shown, the NA
of this spherical wave, which is registered in the hologram, de-
termines the resolution of the image. Since the maximum filter
size is Bx2 × By2, the maximum resolution is equal to
Δx3 � Bx2∕zλ, Δy3 � By2∕zλ, respectively.

In the WADH setup, holograms can be registered in two
modes: (i) phase-shifting and (ii) off-axis, which offers full
and reduced bandwidth, respectively. In the first mode, the
five-frame phase-shifting technique [31] and the on-axis refer-
ence wave are applied. On the other hand, the FT method is
used for the off-axis holograms. The FT method requires
fringes with the carrier frequency, which are introduced by set-
ting the off-axis angle of the reference wave. For these two
modes, different size S2 of the RF, as shown in Fig. 4, should
be employed. These sizes are selected to cover the bandwidths
of the object beams, which can be recorded in phase-shifting or
off-axis modes. Consequently, the captured holograms have dif-
ferent resolutions. The bold notation is used for marking the
vector parameters, i.e., S2 � �Sx2, Sy2	. In Fig. 4, the green-
dashed box marks the maximum size Bx2 × By2 of the object
wave, while white rectangles illustrate the filters used when em-
ploying both capture modes. Registering a hologram using the
first mode, the phase-shifting method, enables utilization of the
entire Fourier space in X2 since Sx2 � Bx2 and Sy2 � By2. As a
result, the resolution of the recorded object is maximized and
equal in both directions. An example of a Fourier spectrum of a
hologram recorded with the phase-shifting method is presented
in Fig. 4(a). For the second mode, holograms can be registered
as a single frame. However, this approach needs an allocated

frequency space to separate the u1r�1 from the conjugated term
and the zero order. This requires a reduction of the size of the
spatial filter and the introduction of the carrier frequency. The
required carrier has spatial frequency f c � �3∕8�Δ−1 and is
introduced by a slight rotation of the beam splitter plate.
The separation of the unwanted terms requires reducing the
spatial filter size in the x direction to 1/4 of the Bx2. Thus,
as shown in Fig. 4(b), the corresponding dimensions are
Sx2 � Bx2∕4 and Sy2 � By2. The consequence of this smaller
filter is a four-fold reduced bandwidth of the hologram for the x
direction for the single-shot mode. In the WADH system the
object wave travels from the object scene to the RF, which can
be described by using the angular spectrum as

u2�x2� � Π
�
x2
S2

�ZZ
ũ3�f 3� expf2πizf z3g expf2πix2f 3gdf 3,

(3)

where
Q�·� is the rectangular function, ũ3 denotes the Fourier

transform of the object field u3, f 3 is the transverse frequency
vector in plane X3, and f z3 is the corresponding longitudinal
frequency of the angular spectrum transfer function given
as f z3 � �λ−2 − f 23�1∕2.

The WADH system works in a wide FOV. Therefore, lens
L does not focus plane waves of different angles into the planar
surface but into the curved one. Such a surface is known as field
curvature, one of the primary aberrations of wide-angle sys-
tems. Figure 2 shows the generated field curvature using the
black dashed line and red line. The black dashed line shows
the generated field curvature, while the red line shows its gen-
eration for one of the selected plane waves propagating at an
angle θx from the filter plane. Here, we denote the field cur-
vature as a distance zf that depends on x1. This distance is a
longitudinal location where a plane wave of a particular angle
focuses to minimum spot size. In consequence, FT of the field
u2 is obtained not on the plane but on the curvature defined by
zf : Thus, the object waves u1 and u2 are related by the integral

u1�x1� �
ZZ

u2�x2�

× exp
�
−
iπ�zf �x1� − F 	x22

λz2f �x1�

�
exp

�
2πix1x2
λF

�
dx2:

(4)

Equation (4) differs from the FT integral. There is an addi-
tional quadratic spherical phase component, which depends on
the zf �x1� and represents the field curvature. The distribution
of zf �x1� should be known for hologram reconstruction. In
this regard, the optical design software OSLO was used. For
the calculations, the lens model was made, and for the set
of selected five field points, the zf �x1� was found. The method
involves localizing the position of the smallest focusing spot for
input parallel rays coming out of a selected angle. The field
points were chosen in relation to the CMOS size, which is
32.8 mm long side, and the points were located at 0, 8.2,
16.4, 24.6, and 32.8 mm. For these values, the corresponding
field curvature zf is 75, 74.59, 73.28, 71.43, and 68.99 mm.
To find the distribution of zf for any arbitrary points, the

Fig. 4. Filter size, its position, and the exemplary Fourier spectrum
of recorded hologram in (a) phase-shifting and (b) off-axis mode.
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fourth-order polynomial approximation was used. It was found
that the error of the approximation is negligible.

4. HOLOGRAM RECONSTRUCTION ALGORITHM

The numerical reconstruction of captured hologram in the
WADH system is a challenging task. The reasons are the wide
angle, long propagation distance, and large field curvature. The
reconstruction of wide-angle holograms along long distances with
classical propagation algorithms, such as Rayleigh–Sommerfeld
integration (RS) [32] and angular spectrum (AS) [33], requires
huge quantities of computational resources, which are often
unavailable. This section explains the process of the hologram
reconstruction algorithm, which includes fringe processing and
numerical propagation with field curvature compensation.

The first element of the hologram reconstruction is a fringe
processing part, which decodes the object wave u1 from the
hologramH . That process differs for off-axis and phase-shifting
registration modes. For the phase-shifting mode, the object’s
phase φ and amplitude A are determined using a phase-shifting
technique, and the wavefield u1 is recovered at full bandwidth.
On the other hand, for off-axis holograms, it is required to filter
out the part of the spectrum corresponding to the first-order
term u1r�1 and successively remove the carrier frequency by
shifting the resulting signal to the spectrum center. As a result,
in both modes, the object wave u1 � A expfiφg is obtained.

The second element is a wavefield propagation made of two
steps. The first step is a transfer of wavefield u1 from the holo-
gram to the RF plane, and the second step is the numerical
propagation of wavefield u2 from the RF plane to the object
plane. According to Fig. 2, the hologram and RF planes, labeled
X1 and X2, respectively, are in the focal planes of lens L.
Despite this, the transfer of the wavefield u1 cannot be per-
formed directly by FT, as explained in Section 3, due to the
presence of Petzval curvature. The value of the field curvature
is field dependent, which is expressed by Eq. (4) with the
spherical phase component proportional to field curvature
zf �x1�. The developed compensation method of field curva-
ture is based on the inversion of Eq. (4). Unfortunately, its di-
rect implementation would require calculating Nx × Ny
integrals in the form of FT for each hologram’s pixel, making
this approach computationally too expensive. Here, to reduce
computational effort, we use the circular symmetry of the field
curvature and assume that the field curvature is locally con-
stant. Accordingly, the distribution of the field curvature is di-
vided into Q regions, where it is constant and takes the
corresponding value of zf �x1�. This approximation enables
us to develop the wave propagation algorithm from plane
X1 to X2, which includes field curvature compensation, pre-
sented in the diagram in Fig. 5(a). The algorithm involves
the evaluation of Q FFTs, and it can be expressed as

u2�x2� �
XQ
q�1

exp

�
−
iπ�zf q − F�x22

λz2f q

�

×
ZZ

W q�x1�u1�x1� exp
�
−
2πix1x2
λF

�
dx1, (5)

where W q�x1� is the filtering window and zf q is the approxi-
mated field curvature of the qth region. The choice of the

appropriate window filters is crucial to the algorithm’s compu-
tation time and the quality of the field curvature compensation.
The use of the narrow window size guarantees high accuracy
but implies higher computational load since more FTs need
to be computed. On the other hand, the use of wide window
filters can decrease the quality of hologram reconstruction. In
the experiment, we use Q � 15 filters in the form of donut-
shaped windows to avoid the hard cut between two neighbor-
ing regions. Each window filter comprises the constant and the
overlap part, as shown in Fig. 5(b). The overlap parts of the
two neighboring filters occupy common space, whose profiles
have to fulfill Rayleigh’s energy theorem. Thus, the sum of the
squares of filters has to be constant over the entire hologramH .

In the calculation process, as shown in Fig. 5(a), for each q,
the field u1 is multiplied with donut filterWq, and, next, FFT is
applied. The obtained result is multiplied by the spherical phase
component canceling field curvature zf q . All of the calculated
results are summed up and compose the object field u2.

The result obtained in the first step of the wavefield transfer
algorithm, or u2, can be directly used as content for a near-eye
display of wide FOV. Meanwhile, in the second and final step
of the algorithm, that is, the numerical propagation from the
X2 to X3 plane, a holographic reconstruction of the recorded
object is determined. Propagation of the wavefield in a wide
angle and for a large distance with the classical propagation al-
gorithms, RS and AS, can be problematic since those methods
preserve the sample size. This means the input signal has to be
enlarged to the size of the image space before propagation. That
causes a need for a huge quantity of computational resources,
which are not available for most PC units. To show the neces-
sary increase of the computational load to propagate the wave-
field, a numerical measure called space-bandwidth product
(SW) can be used. The SW, in general, is equal to Bx × Bf ,
where Bx and Bf are spatial and frequency supports of a signal,
respectively. In the investigated case, for a wavefield u2 of the
size of 5000 × 5000 pixels, where pixel size Δx,y2 � 1.22 μm,
Bx,y2 � 6200 μm, Bf x,y2 � 0.82 μm−1, and its SW2 �
51202. However, as mentioned before, employing the classical
AS or RS requires enlarging the u2 to the size of the image
space. Then, for a distance z � 1000 mm, it is Bx,y3 �
443 mm, while Bf x,y3 � Bf x,y2, since the sample size is pre-
served. Ergo, SW grows to SW3 � 364,0002, which is 712

times larger than the SW2 of the original input signal.
To enable numerical reconstruction, it is necessary to per-

form calculations using reduced SW. In this regard, we employ
the propagation tool called AS-CSW [29,30], which reduces
the required size of the space-bandwidth product for wavefield

Fig. 5. (a) Scheme of piecewise field curvature compensation pro-
cess. (b) Cross section of window filters Wq .
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calculations. It is done by introducing a compressed represen-
tation of the optical signals uc�x, zc� � u�x� expfiπx2∕λz2g,
where the c subscript is used in this section for marking com-
pressed CSW signal. With the AS-CSW algorithm, the calcu-
lation of output field uc3 in image plane X3 is expressed as

uc3�x3, −zc� �
ZZ

ũc3�f 3, −zc� expf2πix3f 3gdf 3, (6)

where zc is the representation of a virtual paraxial spherical
wave and ũc3 takes the form of

ũc3�f 3, −zc� � expfiπλzcf 23g

×
ZZ

ũ2�f 2�Hc�f 2, z, zc� expf−2πiλzcf 3f 2gdf 2:

(7)

TheHc factor from Eq. (7) is the compressed representation
of AS propagation kernel, which is equal to

Hc�f 2, z, zc� � expfikz�1 − λ2f 22�1∕2 � iπλzcf 22g: (8)

Once the compressed representation of uc3 is known, the
field u3 can be found directly from

uc3�x3, zc� � u3�x3� exp
�
−
iπx23
λzc

�
: (9)

The calculated result is sampled with the large pixel pitch

Δx,yc3 �
λzc

NΔx,y2
, (10)

which is the advantage of the algorithm because Δx,yc3 ≫ Δx,y2;
for example, for z � 1000 mm, pixel enlargement factor
Δx,yc3 ∕Δx,y2� 70.9. The above method described by
Eqs. (6)–(10) does not consider SW extension, which is neces-
sary for aliasing-free computations. This reduces the computa-
tional efficiency of the algorithm. However, the required SW
expansion by AS-CSW is much smaller compared to the padding
necessary in the classical AS/RS methods, making AS-CSW a
practical tool. The needed SW expansion can be calculated when
analyzing the transfer of generalized SW [34] through the AS-
CSW algorithm. For the developed here propagation algorithm,
we consider the case of the space (by the RF) and frequency (by
the size of the CMOS) limitation of input wave u2. For the sake
of clarity, the one-dimensional discussion is outlined here. For
these conditions, a proper SW 0

2 � B 0
x2 × B

0
f 2 has to be found,

which considers the SW extension resulting from the algorithm
calculations. The first considered element, which has to be an-
alyzed, is a multiplication by the kernel Hc . The needed spatial
extension can be calculated with

B 0
x2 � Bx2 �max�xl �f x2�	 −min�xl �f x2�	, (11)

where xl �f x2� is the spatial frequency localization [35] and is
calculated as xl �f x2� � zf x2�λ−2 − f 2

x2�−1∕2 − λzcf x2. Then,
the necessary extension of frequency space B 0

f 2 is given as

B 0
f 2 � Bf 2 � B 0

f 3, (12)

where

B 0
f 3 � λ−1z−2c3B

0
x2: (13)

The new sizes of B 0
x2 and B

0
f 2 depend on the value of zc . The

calculations of xl , B 0
x2, and B 0

f 2 are very fast, and the optimal

SW 0
2 can be found by scanning zc values in a neighbor of the z

distance. For our setup parameters and z � 1000 mm, the B 0
x2

and B 0
f 2 are equal to 18,530 μm and 0.85 μm−1, respectively.

This means that the required SW 0
2 � 15,8202, which is 32

times larger than the SW of the original input signal. When
compared to the padding required by AS/RS, which is 712,
it is a small number.

5. CALIBRATION OF HOLOGRAPHIC CAPTURE
SETUP

The WADH system enables undistorted recording and
reconstruction of large 3D scenes. It requires careful alignment
of system components. From this point of view, the most im-
portant elements are the CMOS camera and the RF. The RF is
a small axial element, so its position can be adjusted with an
autocollimator. In contrast, setting the correct position of the
CMOS sensor is more complicated. As can be seen in the sche-
matic diagram (Fig. 2), the sensor captures a spherical wave
whose focus is close to its axial position. Therefore, a small axial
displacement of the camera causes a large relative registration
error of the spherical wave, translating into large changes in the
position of the reconstructed point. It is also shown in Fig. 6. In
addition, for the part of the scene close to the optical axis, sat-
isfying the Fresnel approximation, the obtained deformations
can be determined [36], while for larger angles, the
reconstruction errors are difficult to predict. Therefore, in this
study, a calibration algorithm was developed that allows precise
positioning of the CMOS camera.

The large deformation of reconstruction volume is a base of
a developed calibration procedure of the CMOS camera axial
location. Figure 6 presents the case of a misaligned camera for
hologram registration and reconstruction of single on-axis point
object O at a known distance zo away from RF. There, the
hologram registration process is marked with black rays, while
the reconstruction geometry is marked with red. Any shift of
CMOS camera position by distance d ≠ 0 results in obtaining
a sharply reconstructed point Or at distance zr ≠ zo, while
hologram reconstruction at distance zo gives the defocused im-
age of point Or . Respectively, for the proper camera position
(d � 0), the sharp reconstruction of point Or is obtained at
distance zr � zo. Relying on that property, the calibration pro-
cedure has two steps: first, capturing a set of holograms for dif-
ferent camera positions and, second, reconstructing captured
holograms at distance zo and calculating numerical focus mea-
sures. The absolute total variance of the first derivative of the

Fig. 6. Illustration of calibration process geometry: registration
geometry (black lines) with axially misaligned camera and
reconstruction geometry (red lines) assuming the camera is set at lens
focal plane.
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image is used as a numerical measure of sharpness [37]. In the
calibration procedure, instead of the point object, we employ a
speckle pattern test target [38]. The proposed calibration scene
requires a target standing on the optical axis of the registration
setup (hologram center), at a known distance zo, in our case
zo � 1000 mm. As the test pattern that allows employing fo-
cus measures, a speckle pattern test was printed on a white pa-
per, consisting of various resolutions. The hologram capturing
was set for different camera positions along the optical axis with
the step of 100 μm, covering the range of 2 mm. Once the
hologram set is reconstructed, only the target part of the recon-
structed image is considered for the calculation of the focus
measure.

Figure 7 illustrates the results obtained during the calibra-
tion process. Figure 7(a) presents the reconstruction of the en-
tire object and used speckle pattern in the top left corner, for
which the autofocusing measure curve reaches the maximum
(d � 0 mm). Figures 7(b)–7(d) present zooms of reconstruc-
tions for d � −0.3 mm [Fig. 7(b)], d � 0 mm [Fig. 7(c)], and
d � �0.3 mm [Fig. 7(d)], respectively.

6. EXPERIMENTAL RESULTS

This section presents the numerical reconstructions of holo-
grams captured with the WADH system. Here, the complete
capturing-processing path, with the developed nonparaxial
reconstruction algorithm, is applied to the experimental data,
showing the system advantages related to the complexity and
large/FOV unlimited volume of the recorded scene. In order to
be able to show these setup properties, a proper model was
built. Our model presents the two Hussars roaming through
a stone forest landscape. Thus, in the proposed scene, multiple
objects are included, placed at different depths, which are also a
part of the scene’s ground and background. Another important
fact is the overall size of the test scene, which exceeds the setup
FOV, according to the camera and lens parameters given in
Section 2. The overall view of the built model is presented
in Fig. 8, and, as can be seen, it has objects such as rocks,
dry bush, moss, tree log, trees, a banner, and two Hussars
figurines, each of size 270 mm × 310 mm (width × height), re-
spectively. The model volume is 500 mm × 410 mm ×
450 mm (width × height × depth), with the nearest objects

located 650 mm from the Fourier plane and the farthest back-
ground objects located at a distance of 1100 mm.

In the experiment, off-axis and phase-shifting holograms are
investigated. In the WADH system, as in any other using a
coherent light source, the reconstruction quality is reduced
by speckle noise. To minimize its influence on the quality
of obtained reconstruction, we employ the hologram averaging
method [17] by capturing and reconstructing multiple holo-
grams, each with different speckle patterns coming from the
diffusers. The number of holograms that satisfactorily minimize
speckle noise was determined in an experiment in which 100
holograms were recorded, reconstructed, and averaged. The cal-
culated signal-to-noise ratios are 2.0, 4.6, and 6.2 for 1, 20, and
100 averaged holograms, respectively. Averaging 20 holograms
was chosen to reduce speckles in the experiment.

Figures 9(a) and 9(b) present the reconstructions of single
and averaged holograms captured in off-axis mode, while
Figs. 9(c) and 9(d) show the reconstruction of single and aver-
aged holograms captured in phase-shifting mode. For both
averaged results, 20 holograms were reconstructed and used
in the averaging method. As can be seen, the reconstructions
of off-axis holograms have a deeper depth of focus, which is
related to the filter size, which limits the hologram’s numerical
aperture compared to the results obtained from the phase-shift-
ing mode. Regardless of the mode used for capturing holo-
graphic data, the resulting reconstructions do not exhibit
aliasing, as can be seen particularly in the case of the left
Hussar, which only partially fits in the FOV of the system.

The results shown in Figs. 9(a)–9(d) were achieved with the
applied field curvature compensation for Q � 15. To discuss
the choice of a satisfactory level of Petzval curvature compen-
sation, Fig. 9(e) shows a set of reconstructions of holograms
without compensation and with compensation for Q � 4,
8, and 15. To minimize the influence of speckle noise during
visual evaluation, the presented results are from the averaged
reconstruction of holograms registered with the phase-shifting
method. Zooms of two elements were chosen to show the effect
of Petzval curvature compensation in different parts of the
image: the flag (top row) and the feathers (bottom row). The
second element of the scene has a large field angle. As can
be seen, for no correction and Q � 4, the details of the ob-
jects are blurred, while for Q � 8 and Q � 15, a significant

Fig. 7. Reconstructions of (a) entire calibration scene at distance
zo � 1000 mm for proper camera position. Yellow dotted box corre-
sponds to the area for zooms of reconstructed test targets for camera
shifts d : (b) −0.3 mm, (c) 0 mm, and (d) �0.3 mm.

Fig. 8. (a) Photograph of the experimental model showing the
scene’s volume. (b) Photograph of the scene from the RF plane.
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improvement in the sharpness of details is observed. The
reconstruction for Q � 15 shows more detail.

To show depth preservation and achieved quality of recon-
structed scene, the zooms of details placed at different distances
are presented in Fig. 10. From the image space, we choose the
left horse’s head, the part of right Hussar’s ornated pauldron,
and the fragment of the background’s coniferous tree, which are
at distances 750 mm, 910 mm, and 1020 mm, respectively.
The structural similarity index measure (SSIM) is shown for
the zooms of the horse’s head, where Fig. 10(d) serves as a refer-
ence image. Thus, it can be quantified that the averaging
method improves the quality. Also, in Figs. 10(e)–10(h) it
can be seen that the used averaging method not only minimizes

the speckle noise intensity but also decreases the size of the ap-
pearing speckles.

7. CONCLUSIONS

This work presents a WADH setup of nonparaxial FOV of
25° × 19°. Its unique advantage is that it is the only known sys-
tem that can capture the holographic content of any deep/large
scene containing elements that exceed the FOV of the system.
Thus, the multiple objects with all of their surroundings, in-
cluding ground and background, can serve as content. This
practical advantage of the system is related to its aliasing-free
feature since objects outside the FOV do not generate aliasing
images and do not distort the image. The included experiment,
in which a built complex model, with many objects placed in a
large volume that exceeds the FOV of the device, is recorded
and reconstructed, demonstrates this unique advantage.

The recorded holograms can be directly reconstructed with-
out 3D deformation in the wide FOV of the near-eye display.
Importantly, the FOV of the WADH can be modified and
therefore enlarged, as it depends on the focal length and size
of the sensor. Two modes of hologram registration have been
developed: off-axis and phase-shifting. Off-axis features faster
registration, while phase-shifting has higher resolution.
Recorded holograms are reconstructed by the developed holo-
gram reconstruction tool, with two major components: Petzval

Fig. 9. Numerical reconstructions of holograms, registered in two
proposed modes: (a), (b) off-axis and (c), (d) phase-shifting. Panels (a)
and (c) present a single hologram, while (b) and (d) present an aver-
aged one obtained by averaging 20 hologram reconstructions.
(e) Reconstructions for Petzval curvature correction with different Q.

Fig. 10. Zoomed details of single reconstructed hologram registered
in (a), (e), (i) off-axis and (b), (f), (j) phase-shifting modes, and of aver-
aged hologram reconstructions registered in (c), (g), (k) off-axis and (d),
(h), (l) phase-shifting modes. Figures (a)–(d) present zooms of the re-
constructed left horse’s head, (e)–(h) the part of right Hussar’s ornated
pauldron, and (i)–(l) the fragment of the coniferous tree. Displayed de-
tails are at distances 750 mm, 910 mm, and 1020 mm, respectively.
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curvature compensation algorithm and nonparaxial propaga-
tion with the AS-CSW method. It is worth noting that the
reconstruction process of recorded off-axis holograms can be
optimized since they use a quarter of the bandwidth.

In summary, WADH significantly enriches the possible
sources of holographic content for near-eye displays by showing
that not only CGH algorithms can offer wide FOV hologram
generation. In addition, we believe that due to the simplicity of
the system and the ability to record high-volume scenes, this
system will be an important source of holographic data.

Funding. Politechnika Warszawska; Narodowe Centrum
Nauki (UMO-2018/31/B/ST7/02980).

Disclosures. The authors declare no conflicts of interest.

Data Availability. Data underlying the results presented
in this paper are available from the authors upon reasonable
request.

REFERENCES
1. T. Zhan, K. Yin, J. Xiong, et al., “Augmented reality and virtual

reality displays: perspectives and challenges,” iScience 23, 101397
(2020).

2. J.-H. Park and B. Lee, “Holographic techniques for augmented reality
and virtual reality near-eye displays,” Light Adv. Manuf. 3, 9 (2022).

3. A. Maimone, A. Georgiou, and J. S. Kollin, “Holographic near-eye dis-
plays for virtual and augmented reality,” ACM Trans. Graph. 36, 85
(2017).

4. D. Blinder, M. Chlipala, T. Kozacki, et al., “Photorealistic computer
generated holography with global illumination and path tracing,”
Opt. Lett. 46, 2188–2191 (2021).

5. H. Kang, E. Stoykova, and H. Yoshikawa, “Fast phase-added stereo-
gram algorithm for generation of photorealistic 3D content,” Appl. Opt.
55, A135–A143 (2016).

6. M. Sun, Y. Yuan, Y. Bi, et al., “Acceleration and expansion of a photo-
realistic computer-generated hologram using backward ray tracing
and multiple off-axis wavefront recording plane methods,” Opt.
Express 28, 34994–35005 (2020).

7. T. Kozacki, J. Martinez-Carranza, R. Kukołowicz, et al., “Fourier hori-
zontal parallax only computer and digital holography of large size,”
Opt. Express 29, 18173–18191 (2021).

8. A. Symeonidou, D. Blinder, and P. Schelkens, “Colour computer-
generated holography for point clouds utilizing the Phong illumination
model,” Opt. Express 26, 10282–10298 (2018).

9. A. Symeonidou, D. Blinder, A. Munteanu, et al., “Computer-generated
holograms by multiple wavefront recording plane method with occlu-
sion culling,” Opt. Express 23, 22149–22161 (2015).

10. K. Matsushima, M. Nakamura, and S. Nakahara, “Silhouette method
for hidden surface removal in computer holography and its accelera-
tion using the switch-back technique,”Opt. Express 22, 24450–24465
(2014).

11. J. Martinez-Carranza, T. Kozacki, R. Kukołowicz, et al., “Occlusion
culling for wide-angle computer-generated holograms using phase
added stereogram technique,” Photonics 8, 298 (2021).

12. C. Zhong, X. Sang, B. Yan, et al., “Real-time realistic computer-
generated hologram with accurate depth precision and a large depth
range,” Opt. Express 30, 40087–40100 (2022).

13. https://jpeg.org/jpegpleno/plenodb.html.
14. R. Kizhakkumkara, A. Ahar, T. Birnbaum, et al., “JPEG pleno holog-

raphy common test conditions 5.0,” 2021. https://ds.jpeg.org/
documents/jpegpleno/wg1n92033-PCQ-JPEG_Pleno_Holography_
Common_Test_Conditions_5_0.pdf.

15. T. Birnbaum, D. Blinder, R. K. Muhamad, et al., “A standard way for
computing numerical reconstructions of digital holograms,” Proc.
SPIE 12138, 121380O (2022).

16. A. Gołoś, W. Zaperty, G. Finke, et al., “Fourier RGB synthetic aperture
color holographic capture for wide angle holographic display,” Proc.
SPIE 9970, 99701E (2016).

17. B. M. Hennelly, D. P. Kelly, D. S. Monaghan, et al., “Digital holographic
capture and optoelectronic reconstruction for 3D displays,” Int. J.
Digit. Multimed. Broadcast. 2010, 759323 (2010).

18. P. L. Makowski, T. Kozacki, P. Zdankowski, et al., “Synthetic aperture
Fourier holography for wide-angle holographic display of real scenes,”
Appl. Opt. 54, 3658–3665 (2015).

19. A. Pelagotti, M. Paturzo, M. Locatelli, et al., “An automatic method for
assembling a large synthetic aperture digital hologram,” Opt. Express
20, 4830–4839 (2012).

20. V. Bianco, P. Memmolo, M. Leo, et al., “Strategies for reducing
speckle noise in digital holography,” Light Sci. Appl. 7, 48
(2018).

21. V. Bianco, P. Memmolo, M. Paturzo, et al., “Quasi noise-free digital
holography,” Light Sci. Appl. 5, e16142 (2016).

22. Y. S. Kim, T. Kim, S. S. Woo, et al., “Speckle-free digital holographic
recording of a diffusely reflecting object,”Opt. Express 21, 8183–8189
(2013).

23. J. Rosen and G. Brooker, “Digital spatially incoherent Fresnel holog-
raphy,” Opt. Lett. 32, 912–914 (2007).

24. E. J. Lee and T. Kim, “Optical scanning holography for a three-
dimensional equal scale display,” Opt. Express 30, 8165–8173
(2022).

25. J. Mundt and T. M. Kreis, “Digital holographic recording and
reconstruction of large scale objects for metrology and display,”
Opt. Eng. 49, 125801 (2010).

26. A. Geltrude, M. Locatelli, P. Poggi, et al., “Infrared digital holography
for large object investigation,” in Digital Holography and Three-
Dimensional Imaging (Optica Publishing Group, 2011),
paper DWC13.

27. T. Kozacki, M. Kujawinska, G. Finke, et al., “Holographic capture and
display systems in circular configurations,” J. Display Technol. 8, 225–
232 (2012).

28. T. Kozacki, M. Chlipala, and P. L. Makowski, “Color Fourier ortho-
scopic holography with laser capture and an LED display,” Opt.
Express 26, 12144–12158 (2018).

29. T. Kozacki and K. Falaggis, “Angular spectrum-based wave-propaga-
tion method with compact space bandwidth for large propagation dis-
tances,” Opt. Lett. 40, 3420–3423 (2015).

30. T. Kozacki and K. Falaggis, “Angular spectrum method with compact
space–bandwidth: generalization and full-field accuracy,” Appl. Opt.
55, 5014–5024 (2016).

31. I. Yamaguchi and T. Zhang, “Phase-shifting digital holography,” Opt.
Lett. 22, 1268–1270 (1997).

32. F. Shen and A. Wang, “Fast-Fourier-transform based numerical inte-
gration method for the Rayleigh-Sommerfeld diffraction formula,”
Appl. Opt. 45, 1102–1110 (2006).

33. K. Matsushima and T. Shimobaba, “Band-limited angular spectrum
method for numerical simulation of free-space propagation in far
and near fields,” Opt. Express 17, 19662–19673 (2009).

34. D. Mendlovic, A. W. Lohmann, and Z. Zalevsky, “Space–bandwidth
product adaptation and its application to superresolution: examples,”
J. Opt. Soc. Am. A 14, 563–567 (1997).

35. T. Kozacki, “Numerical errors of diffraction computing using plane
wave spectrum decomposition,” Opt. Commun. 281, 4219–4223
(2008).

36. J. W. Goodman, Introduction to Fourier Optics, 3rd ed. (Roberts and
Company, 2004).

37. J. Kostencka, T. Kozacki, and K. Liżewski, “Autofocusing method for
tilted image plane detection in digital holographic microscopy,” Opt.
Commun. 297, 20–26 (2013).

38. S. Gai, F. Da, and X. Dai, “Novel 3D measurement system based on
speckle and fringe pattern projection,”Opt. Express 24, 17686–17697
(2016).

1106 Vol. 12, No. 5 / May 2024 / Photonics Research Research Article

https://doi.org/10.1016/j.isci.2020.101397
https://doi.org/10.1016/j.isci.2020.101397
https://doi.org/10.37188/lam.2022.009
https://doi.org/10.1145/3072959.3073624
https://doi.org/10.1145/3072959.3073624
https://doi.org/10.1364/OL.422159
https://doi.org/10.1364/AO.55.00A135
https://doi.org/10.1364/AO.55.00A135
https://doi.org/10.1364/OE.410314
https://doi.org/10.1364/OE.410314
https://doi.org/10.1364/OE.421186
https://doi.org/10.1364/OE.26.010282
https://doi.org/10.1364/OE.23.022149
https://doi.org/10.1364/OE.22.024450
https://doi.org/10.1364/OE.22.024450
https://doi.org/10.3390/photonics8080298
https://doi.org/10.1364/OE.474644
https://jpeg.org/jpegpleno/plenodb.html
https://jpeg.org/jpegpleno/plenodb.html
https://jpeg.org/jpegpleno/plenodb.html
https://ds.jpeg.org/documents/jpegpleno/wg1n92033-PCQ-JPEG_Pleno_Holography_Common_Test_Conditions_5_0.pdf
https://ds.jpeg.org/documents/jpegpleno/wg1n92033-PCQ-JPEG_Pleno_Holography_Common_Test_Conditions_5_0.pdf
https://ds.jpeg.org/documents/jpegpleno/wg1n92033-PCQ-JPEG_Pleno_Holography_Common_Test_Conditions_5_0.pdf
https://ds.jpeg.org/documents/jpegpleno/wg1n92033-PCQ-JPEG_Pleno_Holography_Common_Test_Conditions_5_0.pdf
https://ds.jpeg.org/documents/jpegpleno/wg1n92033-PCQ-JPEG_Pleno_Holography_Common_Test_Conditions_5_0.pdf
https://ds.jpeg.org/documents/jpegpleno/wg1n92033-PCQ-JPEG_Pleno_Holography_Common_Test_Conditions_5_0.pdf
https://doi.org/10.1117/12.2625521
https://doi.org/10.1117/12.2625521
https://doi.org/10.1117/12.2237317
https://doi.org/10.1117/12.2237317
https://doi.org/10.1155/2010/759323
https://doi.org/10.1155/2010/759323
https://doi.org/10.1364/AO.54.003658
https://doi.org/10.1364/OE.20.004830
https://doi.org/10.1364/OE.20.004830
https://doi.org/10.1038/s41377-018-0050-9
https://doi.org/10.1038/s41377-018-0050-9
https://doi.org/10.1038/lsa.2016.142
https://doi.org/10.1364/OE.21.008183
https://doi.org/10.1364/OE.21.008183
https://doi.org/10.1364/OL.32.000912
https://doi.org/10.1364/OE.448766
https://doi.org/10.1364/OE.448766
https://doi.org/10.1117/1.3524238
https://doi.org/10.1109/JDT.2011.2167955
https://doi.org/10.1109/JDT.2011.2167955
https://doi.org/10.1364/OE.26.012144
https://doi.org/10.1364/OE.26.012144
https://doi.org/10.1364/OL.40.003420
https://doi.org/10.1364/AO.55.005014
https://doi.org/10.1364/AO.55.005014
https://doi.org/10.1364/OL.22.001268
https://doi.org/10.1364/OL.22.001268
https://doi.org/10.1364/AO.45.001102
https://doi.org/10.1364/OE.17.019662
https://doi.org/10.1364/JOSAA.14.000563
https://doi.org/10.1016/j.optcom.2008.05.023
https://doi.org/10.1016/j.optcom.2008.05.023
https://doi.org/10.1016/j.optcom.2013.01.078
https://doi.org/10.1016/j.optcom.2013.01.078
https://doi.org/10.1364/OE.24.017686
https://doi.org/10.1364/OE.24.017686

	XML ID funding

