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A hybrid integrated 16-channel silicon transmitter based on co-designed photonic integrated circuits (PICs) and
electrical chiplets is demonstrated. The driver in the 65 nm CMOS process employs the combination of a
distributed architecture, two-tap feedforward equalization (FFE), and a push–pull output stage, exhibiting an
estimated differential output swing of 4.0Vpp. The rms jitter of 2.0 ps is achieved at 50 Gb/s under nonreturn-
to-zero on–off keying (NRZ-OOK) modulation. The PICs are fabricated on a standard silicon-on-insulator plat-
form and consist of 16 parallel silicon dual-drive Mach–Zehnder modulators on a single chip. The chip-on-board
co-packaged Si transmitter is constituted by the multichannel chiplets without any off-chip bias control, which
significantly simplifies the system complexity. Experimentally, the open and clear optical eye diagrams of selected
channels up to 50 Gb/s OOK with extinction ratios exceeding 3 dB are obtained without any digital signal
processing. The power consumption of the Si transmitter with a high integration density featuring a throughput
up to 800 Gb/s is only 5.35 pJ/bit, indicating a great potential for massively parallel terabit-scale optical inter-
connects for future hyperscale data centers and high-performance computing systems. ©2023Chinese Laser Press

https://doi.org/10.1364/PRJ.469556

1. INTRODUCTION

The continuously increasing demand for an ever-growing
bandwidth for interconnects with low-latency, high-density,
and low power has created a revolution in data center (DC)
networks and high-performance computing (HPC) systems
during the past decade. High-speed optical interconnects are
seen as one promising alternative to accommodate traffic-
intensive applications [1–5]. Traditional networks based on
electronic interconnects applied to the current DCs and
HPC systems have been proven to be far from efficient under
high-speed operation, with issues such as a limited signal band-
width, high transmission loss, long latency, severe interference,
and large heat dissipations [6–14]. Therefore, performance
advances under certain energy consumption constraints could
be only accomplished via an interconnect technology that
features high-integration density, low power, and high band-
width, whereas optic technologies have been recognized as

an essential solution and investigated for DC and HPC plat-
forms [15–19].

Co-packaging optics (CPO), offering the robust and feasible
solution for hyperscale data exchange through the integration
of a multichannel optical transmitter, is regarded as the most
promising way to overcome the current bottlenecks (e.g., band-
width, power efficiency, and cost) for next-generation DCs or
HPC systems. Silicon photonics (SiPh), leveraging the advan-
tages of a CMOS-compatible process and hybrid integration
with CMOS electronic integrated circuits (EICs), has emerged
as a scalable and cost-effective technology for CPO applica-
tions. An increasing number of SiPh photonic integrated cir-
cuits (PICs) based co-packaging optics systems have been
successfully demonstrated [20–22]. Among the reported direct
integration of multichannel SiPh modulators into the CPO,
many efforts have been made to develop a photonic–electric
silicon transmitter [23,24]. Prior works on CMOS drivers
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for the CPO with typical Si-photonic modulators have been
developed, including the microring modulator (MRM)
[25,26], single-drive Mach–Zehnder modulator (MZM)
[27–29], and dual-drive MZM [23,29,30]. Although MRM-
based photonic–electric transmitters have realized high-speed
four-level pulse amplitude modulation (PAM4), the penalty
in nonlinearity and thermal stability requires more complicated
pre-distortion and feedback control, increasing the complexity
and power efficiency. In addition, a single-drive MZM, show-
ing a relatively high electro-optic (EO) bandwidth due to the
serially connected PN diodes, has been widely used with drivers
to explore the transmission data rate. PAM4 signals with an
800 Gb/s aggregate rate of four channels and a DP-16QAM
signal with 272 Gb/s lane rate have been successfully demon-
strated [24,27]. Despite the remarkable improvement in trans-
mission rates, the single-drive MZM-based transmitter suffers
from high power consumption due to a doubling of the driving
voltage in the push–pull configuration [24,31,32]. This prob-
lem hinders its deployment toward the power-hungry commu-
nications scenario with a massive parallel data exchange.
Recently, a silicon photonics transmitter based on a U-shape
dual-drive MZM and a synergistically designed electrical
CMOS driver is demonstrated with superior performance both
in the transmission speed and power efficiency [29]. These re-
sults indicate the Si-transmitter based on the co-packaging of a
dual-drive MZM PIC and CMOS driver EIC could be more
applicable for the future ultra-energy-efficient interconnect ap-
plications. Until now, multichannel photonic–electric transmit-
ters based on dual-drive silicon modulators remain elusive.

Although 112 Gb/s optical transmissions have been re-
ported [25–27], where PAM4 signaling performs twofold
bandwidth efficiency compared to its nonreturn-to-zero (NRZ)
counterpart, the NRZ signal still has its own merits in output
swing, signal-to-noise ratio (SNR), and latency, respectively.
Thus, high-performance computing and data center intercon-
nects, which demand low latency and low energy per bit, make
intensity-modulated, direct detection (IM-DD) solutions more
appealing due to the absence of energy-intensive and latency-
inducing digital signal processing [33]. In particular, intercon-
nects for IM-DD links are expected to alleviate the requirement
for the electronics to reconstruct the original bit stream without
implementing forward error correction (FEC). Furthermore,
increasing the number of transmission channels could also help
the tremendous inherent parallelism of signal processing, which
is usually accompanied by the implementation of optics
through dense wavelength division multiplexing (DWDM)
or integrated Kerr frequency comb-driven SiPh [34,35].

In this paper, a 16-channel chip-on-board co-packing SiPh
transmitter integrated by optical and electrical chiplets is pre-
sented, with a massively parallel data transmission capability
and better energy efficiencies. The 50 Gb/s electrical eye dia-
grams are obtained with rms jitter lower than 2.01 ps, while the
optical extinction ratios (ERs) exceed 3.0 dB. The integration
of the co-designed chiplets is demonstrated as a part of an op-
tical transmission system for applications such as the CPO
and 800G interconnect module. The proposed transmitter
achieves an energy efficiency of 5.35 pJ/bit; even the drivers
are implemented using a CMOS 65 nm process. We believe

this work makes a critical step toward the combination of high
bandwidth, low-energy consumption, and low latency for in-
terconnections, which should lead to a performance upgrade
in next-generation computing architectures.

2. CO-DESIGNED CHIPLETS AND INTEGRATION

The micrograph of the proposed hybrid integration is shown in
Fig. 1(a), where the transmitter is realized based on a 16-chan-
nel traveling wave dual-drive MZM and two eight-channel
CMOS drivers.

The SiPh integrated chip with arrayed MZMs is fabricated
on a high-resistance silicon-on-insulator (SOI) wafer with a
220 nm thick silicon layer and a 2 μm thick buried oxide
(BOX) using the foundry-ready CMOS process. The PN junc-
tion within the silicon MZM is fabricated with a doping con-
centrations of 17 cm−3, 18 cm−3, and 20 cm−3, for n �p�,
n� �p��, and n�� �p���, respectively. A lateral PN junc-
tion is embedded into each arm with a horizontal offset of
50 nm from the waveguide center to the N type region, as
shown in Fig. 2(a). Intermediate P� and N� doping regions
are set 300 nm away from the edge of the core waveguide,
which is used to further reduce the series resistance of the PN
junction while keeping a low optical loss. The P�� andN��
regions are around 825 nm away from the center of the wave-
guide for ohmic contact. Based on the carrier-depletion effect,
the MZM, which includes two 3 mm long active waveguides
with a 450 nm wide rib waveguide and 70 nm thick slab, can
realize an EO modulation bandwidth of up to 26 GHz and a
modulation efficiency of 1.6 V · cm. Note that an additional
gap of about 50 nm between the p and n doping region is set
to decrease the total capacitance, which can also reduce the re-
quired bias voltage to reach the maximum EO 3 dB bandwidth.

The normalized S21 curves of the silicon modulator in
16-channel PICs under different bias voltages are plotted in
Fig. 2(b). It is obvious that the modulator achieves an EO
3 dB bandwidth of >26 GHz when the bias voltage is higher

Fig. 1. Proposed SiPh transmitter: (a) hybrid integration; (b) 16-CH
MZM; and (c) 8-CH CMOS driver.
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than 1.6 V. For the multichannel co-packaging system, one of
the most important problems is how to bias all the PN junc-
tions of dual-drive modulators while maintaining the band-
width and decreasing the area utilization of the bias circuits.
Here, this dilemma is overcome through the DC coupling
between the pads of modulators and the driver output. The
required reversed bias voltage is compatible with the CMOS di-
rect current voltage at the output ports of proposed driver. Thus,
the co-designed transmitter does not require an extra bias tee or
bias control unit between the CMOS driver and the modulator,
which can reduce the radio frequency loss caused by the overlong
bonded gold wire. This scheme that is free of bias units benefits
the power efficiency as well the complexity of the transmission
system. The TiN microheaters are placed at the end of the arms
to tune the optical phase condition of the MZM. Furthermore,
on-chip resistors are also implemented to perform an impedance
match [36]. The MZM array occupies a chip area equal to
5.0 mm × 16 mm. Figures 1(b) and 1(c) are the chip photos
of the SiPh-PIC and co-designed EICs, respectively.

To optimize the hybrid integration, the driver employs a
combination of a distributed amplifier (DA) architecture
and push–pull topology, where the latter consumes no static
power and the former extends the bandwidth significantly
by absorbing the huge parasitic capacitance introduced by
the CMOS transistors. As plotted in Fig. 3(a), the proposed
EIC consists of a continuous-time linear equalizer (CTLE),
a two-stage current-mode logical (CML) pre-driver, and a
three-segment distributed push–pull driver.

The CTLE is located next to the input pad to compensate
the bandwidth degradation caused by the channel loss, connec-
tors, coaxial cables, and the parasitic capacitance of the electro-
static discharge (ESD) and the pads, providing a reconfigurable
gain boosting at high frequency. The CTLE offers a 4-bit with a
low-frequency gain range of 12 dB. Moreover, the input imped-
ance is designed to 50 Ω, achieving an impedance match be-
tween the CTLE and external bit pattern generator (BPG) to
suppress the reflections.

The differential signals after passing through the CTLE are
amplified by a two-stage CML pre-driver to gain sufficient
swing, and achieve an appropriate common-mode voltage shift
for the following stage.

In the proposed EICs, a three-segment distributed architec-
ture is employed, where a differential pair of a high-speed
transmission line (T-line) and a push–pull driver cell is imple-
mented into each segment. The input and output T-lines are
designed with different characteristic impedances to provide
terminations at both sides. To keep the same propagation
velocity in the two T-lines, we intentionally adopted a lower
characteristic impedance at the input, which helps to reduce
the required inductance.

Due to a concern about the integration cost, the hybrid in-
tegration is realized through wire bonding, instead of extremely
expensive 3D integration, such as chip-on-wafer-on-substrate
(CoWoS) or integrated fan-out (InFO) packaging technology.
Moreover, because the 16 channels are directly connected be-
tween the PIC and EIC chiplets, the differential data propa-
gates longer traces on the printed circuit board (PCB),
which is unavoidably more lossy than recently reported trans-
mitters [29,37–41]. Consequently, between each segment, a
specially developed FFE with a T-line-assisted two-tap is in-
serted to compensate for the insufficient bandwidth introduced
by the CMOS mature process node, low-cost integration ap-
proach, and large channel scale. The merit of the proposed
FFE technique is that it saves partial power dissipation of
the delay cell and makes the push–pull output stages reconfig-
urable. The main path and FFE path constitute a segment in
the distributed structure, and the currents are gathered at the
output node.

The EIC and PIC are realized using a collaborative principle
that aims for high integration density where the chiplets are set
to be mutually agreeable; for example, the MZM can be di-
rectly driven and biased by the drivers without any off-chip bias
tee. Furthermore, a push–pull cell is a good choice to efficiently
drive long or large-capacitance SiPh MZMs, which are less
sensitive to reflections.

Fig. 2. (a) Cross section structure of the SiPh modulator arms.
(b) EO bandwidth of the modulator.

Fig. 3. Proposed distributed CMOS driver: (a) driver architecture;
(b) two-tap FFE; and (c) push–pull driver cell.
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3. INTEGRATED TRANSMITTER
CHARACTERIZATION

The proposed eight-channel drivers are fabricated in a standard
65 nm CMOS process, occupying a chip size of
4.5 mm × 2.6 mm, including the 3 kV ESD I/O and pads.
Measurements are carried out individually on each channel
of the driver, and then on the hybrid integrated transmitter.

A. Electrical Behavior Measurement
A high-speed evaluation board (EVB) with well-matched differ-
ential T-lines is fabricated for the electrical behavior characteri-
zation, where the proposed driver is placed at the center and
wire-bonded to establish connections to the equipment via co-
axial cables, adaptors, and RF connectors. To obtain the fre-
quency response, a broadband Keysight vector network
analyzer (VNA) is used to characterize its gain, bandwidth,
and terminal impedance. The measured S-parameter behavior
in Figs. 4(a) and 4(b) indicates a good impedance matching of
50 Ω among the chip, instrument, and PCB trace; moreover,
the absorption of additional parasitic capacitance can be ob-
served. The discontinuous impedances are probably introduced
by a bending of the test cables as well as the imperfect connec-
tions between cables and connectors. As shown in Fig. 4(c),
good consistency is obtained among all eight channels, demon-
strating an average bandwidth of 28 GHz, when the embedded
CTLE and FFE are enabled.

In transient behavior evaluation, the EVB is assessed by
feeding a differential pseudorandom binary sequence signal
from a BPG in an OOK pattern. The outputs are connected
to a high-speed sampling oscilloscope with two 6 dB attenua-
tors. Figures 5(a) and 5(b) are the output NRZ-OOK eye

diagrams at 32 Gb/s under different configurations, illustrating
the effectiveness of FFE to compensate the nonlinearity and
bandwidth insufficiency. At 50 Gb/s, the measured clear and
open eye diagrams of the selected channels (1,3,5,7) are plotted
in Figs. 4(c)–4(f ), where rms jitters are 2.01 ps, 1.91 ps, 2.4 ps,
and 1.93 ps, respectively. In addition, after 6 dB attenuation,
the measured eye height is about 750 mV, including an extra
2–3 dB insertion loss added by PCB traces, adaptors, and ca-
bles. Thus, the effective differential output swing of the driver
can be derived up to 4.0Vpp.

B. Optical Performance Characterization
In optical performance characterization, hybrid integration of
photonic chip and CMOS drivers is implemented by putting
the chiplets on an optical evaluation board (OEVB). The ex-
perimental setup used for the measurement at various data rates
is shown in Fig. 6. A tunable laser was used to generate cw at
1550 nm with 14 dBm output power. A commercial erbium-
doped fiber amplifier is inserted between the transmitter and
oscilloscope to compensate the optical loss from the MZM.
In this test, every channel of the driver has 100Ω differential
ac-coupled input and 100Ω differential dc-coupled output.

Figure 7(a) is the measured eye diagram at 32 Gb/s with no
FFE equalization. As shown here, the insufficient bandwidth of
the driver has a significant negative effect on the quality of eye
diagram. After activating the equalization, the measured eye di-
agram under the same configuration and data rate is shown in
Fig. 7(b), demonstrating the fact that two-tap FFE can effec-
tively enhance the rising and falling edge speed, achieving a
significant performance improvement. Figures 7(c)–7(f ) are
the eye diagrams of four randomly selected channels, indicating
clear eye openings and successful transmission at 50 Gb/s with

Fig. 4. Measured frequency response of proposed driver: (a) S11;
(b) S22; and (c) S21.

Fig. 5. Measured electrical eye diagrams: (a) 32 Gb/s, FFE disabled;
(b) 32 Gb/s, FFE enabled; (c) 50 Gb/s, Channel 1; (d) 50 Gb/s,
Channel 3; (e) 50 Gb/s, Channel 5; and (f ) 50 Gb/s, Channel 7.
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ER values of 3.36 dB, 3.27 dB, 3.81 dB, and 3.34 dB, with rms
jitters around 3.0 ps, 3.0 ps, 2.0 ps, and 2.5 ps, respectively.

The duty cycle distortion seen in Fig. 7 mainly comes from
the MZM, in which the phase shifters are constructed by re-
verse-biased P/N junctions. When the transient voltage applies
changes, the modulator presents different capacitance to the
driver, which in turn leads to an asymmetric rising and falling
time.

4. DISCUSSION

Table 1 gives the performance summary and comparison to the
recently reported state-of-the-art integrated optical transmitter.
Due to the employment of a distributed structure, push–pull
topology, and a two-tap FFE, the proposed SiPh transmitter
achieves a higher data rate and larger swing under the same
process node [38]. As shown in Table 1 and, to the best of
our knowledge, 5.35 pJ/bit is one of lowest energy efficiencies
in NRZ-OOK or other high-order pattern formats for a multi-
channel photonic–electric transmitter. A revised co-designed
driver based on an advanced technology process is promising
to bring the transmission speed and energy efficiency to a more
optimized level.

It is true that the proposed 16-channel photonic–electric co-
designed silicon transmitter also suffers from crosstalk issues.

Fig. 6. Experimental setup of the optical characterization. EDFA, erbium-doped fiber amplifier; and PRBS, pseudorandom binary sequence.

Fig. 7. Measured optical eye diagrams: (a) 32 Gb/s, FFE disabled;
(b) 32 Gb/s, FFE enabled; (c) 50 Gb/s, Channel 1; (d) 50 Gb/s,
Channel 3; (e) 50 Gb/s, Channel 5; and (f ) 50 Gb/s, Channel 7.

Table 1. Performance Summary and Comparison of SiPh Transmitter

Transmitter
Platform

Laser
Band

Signal
Pattern

Channel
Number

Swing
(V PP)

Data Rate
(Gb/s)

EIC
Process

Power
(mW)

Efficiency
(pJ/bit)

SiPh MRM [26] O PAM4 1 3.0 112 28 nm CMOS 676a 6.0
SiPh MZM [37] O PAM4 4 – 53.15 55 nm BiCMOS 290 5.46
SiPh MZM [38] O NRZ 1 2.5 25 65 nm CMOS 275 11.0
SiPh MZM [39] O PAM4 1 – 56 55 nm BiCMOS 300 5.36
SiPh MZM [40] O NRZ/PAM4 2 4.0 56 130 nm BiCMOS 593 10.6
SiPh MZM [41] – NRZ/PAM4 1 1.8 56 16 nm CMOS 708 12.6
SiPh MZM [27] C PAM4 4 – 200 – – –
SiPh MZM [28] C PAM4 2 4.0 50 40 nm CMOS 1340b 26.8
SiPh MZM [29] C NRZ 1 – 100 28 nm CMOS 203 2.03
SiPh MZM
(This work)

C NRZ 16 4.0 50 65 nm CMOS 267.6 5.35

aExcluding 160 mW on-chip laser power.
bIncluding power dissipation of PAM4 CDR.
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We benchmark the crosstalk influence by testing the SNR of
the eye diagram. As a result, the SNR is 5.49 dB and 6.25 dB,
respectively, for a channel with an adjacent channel that is ac-
tive or not. This drop will cause an approximately 10% de-
crease in the output driving voltage. In our case, the original
output swing is 4Vpp, which exceeds the linear region of a sil-
icon modulator even if considering a 10% reduction in peak-
to-peak voltage. This electrical crosstalk induced degradation
can hardly affect the optical signals. The tested SNR of an op-
tical signal with or without an adjacent channel transmitting a
signal varies within only 0.1 dB. The crosstalk, the reflection,
and the bandwidth degradation are mainly caused by the large
inductance of the bonding wire. Better performance can be
realized in 3D integration [42]; however, the advanced
electro-optical packaging is extremely expensive.

In conclusion, this work demonstrates an optical transmitter
that only consumes 267.6 mW with an E/O conversion speed
up to 50 Gb/s, achieving an output swing of 4V pp; even the
drivers are implemented using a standard 65 nm CMOS pro-
cess. Clear optical eye diagrams are measured at 50 Gb/s with
>3 dBER, with the help of an embedded two-tap FFE. The
most significant contribution of this work is the demonstration
of an extremely efficient, low energy 16-channel transmission
with a throughput up to 800 Gb/s based on an ultra-low-cost
hybrid integration of SiP MZM and co-designed drivers in a
mature technology process node.
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