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Classic interferometry was commonly adopted to realize ultrafast phase imaging using pulsed lasers; however, the
reference beam required makes the optical structure of the imaging system very complex, and high temporal
resolution was reached by sacrificing spatial resolution. This study presents a type of single-shot ultrafast multi-
plexed coherent diffraction imaging technique to realize ultrafast phase imaging with both high spatial and tem-
poral resolutions using a simple optical setup, and temporal resolution of nanosecond to femtosecond scale can be
realized using lasers of different pulse durations. This technique applies a multiplexed algorithm to avoid the data
division in space domain or frequency domain and greatly improves the spatial resolution. The advantages of this
proposed technique on both the simple optical structure and high image quality were demonstrated by imaging
the generation and evaluating the laser-induced damage and accompanying phenomenon of laser filament and
shock wave at a spatial resolution better than 6.96 μm and a temporal resolution better than 10 ns. © 2022

Chinese Laser Press

https://doi.org/10.1364/PRJ.460948

1. INTRODUCTION

Ultrafast imaging is extremely important for measuring unre-
peatable transient phenomena, such as the propagation of
shock wave [1], laser-induced damage [2], and exciton diffusion
[3], which were difficult to measure with a common video cam-
era. Compared to a traditional mechanical ultrafast camera that
improves imaging speed by reducing the exposure time of de-
tector [4–6], most ultrafast imaging techniques reconstruct a
sequence of images from one frame of data recorded with single
detector exposure [7–10]. Ultrafast imaging can generate both
intensity and phase images depending on the optical alignment
and the reconstruction algorithm applied [9,11–13] and, gen-
erally speaking, ultrafast phase imaging is more sensitive and
suitable for observation of transparent dynamic samples such
as laser plasma [13–15] and shock wave [16,17]. Compressed
ultrafast photography (CUP) is the fastest intensity imaging
technique used now. It applies a strategy of compressive sensing
and can reach the speed of 10 trillion frames per second (Tfps)
in imaging a sparse-enough sample [18–20]. Ultrafast phase
imaging was commonly realized using the strategy of ultrafast
interferometry [9], where multilaser pulses illuminate a sample

sequentially and interfere with an additional reference beam.
Then the interferogram formed was recorded with single detec-
tor exposure. When the polarization or incident angle of each
illuminating pulse is different, the phase and amplitude of all
laser pulses leaving the sample at slightly different times can be
separately numerically reconstructed. The highest temporal res-
olution of this interferometry-based ultrafast phase imaging
technique is 1.6 ns; however, the reference beam adopted
makes the optical alignment of interferometry-based ultrafast
phase imaging quite complex, which seriously limits its appli-
cation. On the other hand, since the interferogram of each il-
luminating laser pulse occupies only a small region in spatial
domain or frequency domain, the achieved spatial resolution
is inversely proportional to the number of illuminating laser
pulses.

Coherent diffraction imaging (CDI) was mainly developed
for short wavelengths, including X-rays [21,22] and high en-
ergy electron beams [23,24], where high-quality optical ele-
ments are not available. CDI can reach diffraction-limited
resolution via iterative reconstructing approaches [25,26].
The outstanding advantage of CDI lies in its capability to real-
ize phase imaging with simple optical alignment, and the
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accuracy and image quality of CDI are now comparable to that
of traditional interferometry and holography, even in the re-
gime of visible light. Several researches have illustrated the pos-
sibility of using CDI to replace interferometry to realize
ultrafast phase imaging with a compact optical structure
[27,28]. However, since each recorded subdiffraction pattern
occupies only a small region of the sensing chip, CDI-based
ultrafast phase imaging suffers from degradation in the spatial
resolution. In other words, time-resolved phase imaging was
realized with CDI at the cost of low spatial resolution, reducing
its applicability for circumstances that require both high spatial
and temporal resolutions.

A multimode CDI algorithm [29–31] that takes full advan-
tages of the information redundancy involved in diffraction in-
tensity provides a new approach to circumvent the problem of
degradation in the spatial resolution in CDI-based ultrafast
phase imaging. This paper proposes a kind of single-shot
ultrafast multiplexed CDI (SUM–CDI) to realize quantitative
ultrafast phase imaging without degradation in the spatial res-
olution. Several laser pulses illuminate the sample under inspec-
tion in sequence, and diffraction pattern arrays formed by
each laser pulse that arrive at the sensor chip at different times
are recorded with a single detector exposure. Then, time-
resolved images can be reconstructed using a specially designed
multiplexed CDI algorithm. The temporal resolution of this
proposed method was determined by the pulse duration of
the illuminating pulses, which was changeable in a range from
microseconds to femtoseconds. On the other hand, since the
diffraction patterns formed by each illuminating laser pulse oc-
cupy the entire sensor chip of the detector, the reconstructed
images have high-enough temporal and spatial resolutions. The
performance of this proposed approach was verified by imaging
the generation and evolution of laser-induced damage and the
accompanying phenomenon of laser filament and shock wave
inside K9 glass at a temporal resolution of 10 ns and a spatial
resolution of 6.96 μm. The temporal resolution can be im-
proved further to picoseconds or femtoseconds by using shorter
laser pulses for illumination, and its spatial resolution can be
improved further by using a larger sensor chip. To the best
of our knowledge, this is the first time that single-shot ultrafast
phase imaging with multiplexed CDI has been realized and
used to experimentally measure unrepeatable transient process.

2. PRINCIPLE

The principle of the proposed SUM–CDI was schematically
shown in Fig. 1(a), where several focused laser pulses illumi-

nate a specimen at incident angles of θk
!� �θxk, θ

y
k�jk�1,���,K ,

and the kth laser pulse arriving at the grating in the x 0y 0

plane is Gk�x 0, y 0�ei2π�x 0cos θ
x
k

λ � y 0
cos θx

k
λ �, and its transmitted

light was split into a beam cluster, which is denoted

as Gk�x 0, y 0�ei2π�x 0cos�αmx �θx
k
�

λ � y 0
cos�βmy�θ

y
k
�

λ �jmx�1, ���,M 1,my�1, ���,M 2
.

Then, this cluster of laser beams is incident on the encoding
plate and forms complex diffraction patterns of Dk�x, y� on
the detector, where each Dk�x, y� was composed of M �
M 1 ×M 2 partially overlapped diffraction disks.

When there is only one illuminating pulse, M complex
images on the specimen plane can be reconstructed with a
common coherent modulation imaging (CMI) algorithm
[32,33]. Since all these images are the same in theory, the
SNR of a reconstructed image can be effectively improved
by doing an average on these M images in each iteration; this
is the underlying physics for the split-coding method to be bet-
ter than common CMI. For simplicity, only two illumination
pulses are schematically drawn in Fig. 1(a), and in an experi-
ment the number of illumination pulses can be increased to 10
or more to split the transient process into 10 or more temporal
slices.

When a series of laser pulses are incident on a specimen at
times of tk � t0 � kΔtjk�1,���,K , the recorded diffraction pat-
tern can be written as I�x, y� � PK

k�1 jDk�x, y�j2. By using
a multimode reconstructing algorithm with consideration on
the specific incident angle �θxk, θ

y
k�jk�1,���,K for each illumina-

tion pulse, Gk�x 0, y 0�jk�1,���,K corresponding to the property
of specimen at times of tk � t0 � kΔtjk�1,���,K can be recon-
structed separately.

Figure 1(b) shows the reconstructing data flow chart of this
proposed method corresponding to Fig. 1(a). After giving two
initial guesses to two images of O1�x, y� and O2�x, y�, which
correspond to two states of specimen at t1 � t0 � Δt and
t2 � t0 � 2Δt, respectively, nine replicas of reconstructed
O1�x, y� and O2�x, y� can be generated by forward and
backward propagating light beams between specimen plane
and detector plane via the encoding plate iteratively using a
multimode algorithm. Since the diffraction pattern is not seg-
mented, high-frequency information is preserved under the
premise of ensuring multimode measurement. In each itera-
tion, nine replicas corresponding to each illuminating pulse
were replaced with their averages to improve the reconstruction
accuracy. Finally, O1�x, y� and O2�x, y� of high accuracy are
reconstructed after enough iteration times.

3. COMPUTATION METHOD

The computing method is shown in Fig. 2, where an initial
guess was given to each probing laser pulse arriving at encoding

Fig. 1. (a) Schematic diagram of the principle of SUM–CDI.
(b) Data flow chart of SUM–CDI.
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plate as Ek�x, y�, and an iterative computation was carried out
with the following steps.

(1) Calculate the transmitted field of each probe laser pulse
leaving the encoding plate and its diffraction patternsDk�X ,Y �
formed on detector plane with

Dk�X , Y � � F �Ek�x, y� · T �x, y�, LED�, k � 1, 2,…,K ,

(1)

where T �x, y� is the transmitting function of encoding plate,
and Ek�x, y� · T �x, y� is the transmitted light of the kth probe
laser pulse. F �Ek�x, y� · T �x, y�, L� represents the forward
propagation of Ek�x, y� · T �x, y� by a distance of L with a
Fresnel formula.

(2) Calculate the reconstruction error on the detector plane
with

Error � jPK
k�1 jDk�X , Y �j2 − I�X ,Y �j

I�X ,Y � : (2)

If the value of the computed error is smaller than the ex-
pected value, the iterative computation stops, or else jumps
to step (3).

1/Error can be used to represent the relative SNR value of
the reconstruction results.

(3) Update the diffraction patterns of all probe pulses with

D 0
k�X , Y � �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I�X ,Y �

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPK

k�1 jDk�X ,Y �j2
q Dk�X ,Y �: (3)

(4) Back propagate each D 0
k�X , Y � to the encoding plate

plane with

φ 0
k�x, y� � F �D 0

k�X , Y �, − LED�: (4)

(5) Update the light field of each probe laser pulse illumi-
nating on the encoding plate with

E 0
k�x, y� � Ek�x, y� � χ

conj�T �x, y�� · �φ 0
k�x, y� − φk�x, y��

max�max�conj�T �x, y�� · T �x, y��� ,

(5)

where χ is a constant in the range of [0,1] to adjust the updat-
ing speed.

(6) Back propagate each E 0
k�x, y� to the focal plane in Fig. 1

with

Fk�u0, v0� � F �E 0
k�x, y�, − LFE�: (6)

Just as shown in Fig. 1, Fk�u0, v0� essentially is composed of
M separated focal spots corresponding toM sub-beams; that is,
Fk�u0, v0� should be written as Fkm�u0, v0�jk�1,···,K ,m�1,···,M .

(7) Use the spatial constrain Hkm�u0, v0, akm, bkm� in

Hkm�u0, v0,akm,bkm� �
�
1 �u0 − akm�2 � �v0 − bkm�2 < R2

0 �u0 − akm�2 � �v0 − bkm�2 > R2

(7)

to filter the focal spot array Fkm�u0, v0�, and propagate them to
the specimen plane as Akm�u0, v0� � F �Hkm�u, v, akm, bkm� ·
Fkm�u, v�, − LFA �, where LFA is the distance from focal plane
to the average plane (specimen plane or imaging plane of
specimen).

Since each probing beam is incident on the sample at a
slightly different angle, akm and bkm change with respect to
the specific incident angle. The value of R is dependent on
the diffraction angle of the Dammann grating and, after large
enough number of iterations, the value of R can take a very
large value.

(8) Akm�u0, v0� includes M separated replicas of the
reconstructed specimen for each probe laser pulse, and, in
theory, the relationship among them is Akm�u0, v0� �
Ak0�u0 − ξkm, v0 − ηkm�. However, because of experimental fac-
tors, the noise in these replicas is quite different, and doing an
average on them with

Akm�u0, v0� �
summ�jAkm�u0, v0�j�PM
m�1 summ�jAkm�u0, v0�j�

XM×M

m�1

Akm�u0, v0�

(8)

can effectively reduce the noise and improve reconstruction
quality. In Eq. (8), summ�⋅� represents element value of mth
specimen replicas to be summed.

(9) Redistribute Akm�u0, v0� with Eq. (9) and get updated
Ek�x, y� as

Ek�x, y� � F

"XM
m�1

Akm�u0 � ξkm, v0 � ηkm�, LAE
#
, (9)

where LAE is the distance from the average plane to the encod-
ing plate plane.

4. EXPERIMENTAL RESULTS

Optical alignment. The suggested SUM–CDI was applied to
observe the evaluation of laser-induced damage in K9 glass as
well as the accompanying phenomenon of laser filament and
shock wave. The optical alignment used is shown in Fig. 3,
where a nanosecond laser pulse with a wavelength of 1064 nm
and pulse duration of 8 ns is frequency-doubled by the crystal
BBO-1 and then frequency-tripled by crystal BBO-2 to

Fig. 2. Iterative computation method of SUM–CDI.
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generate new wavelengths of 355 nm and 532 nm. A laser pulse
of 355 nm illuminates a piece of K9 glass to generate laser-
induced damage. The laser pulse of 532 nm is split into four
beams by a fiber coupler and then propagates separately in four
single-mode fibers of different lengths to introduce a temporal
interval of 10 ns among them. The output ends of these four
fibers are at the front focal plane of lens-3, and then the speci-
men is illuminated by four parallel laser beams at slightly differ-
ent incident angles. The angular interval between two adjacent
illuminating laser pulses incident on specimen is 0.2 deg. The
amplitude and phase distributions of the encoding plate used in
the experiment are shown in Figs. 3(b) and 3(c), which are
measured by an extended ptychographic iterative engine
(ePIE), and the encoding plate is a random 0-π binary phase
plate with element size of 100 μm × 100 μm. Lens-4 is applied
to magnify the specimen to improve the spatial resolution
of finally reconstructed images. The Dammann grating
splits each probe pulse into 3 × 3 replicas (the separation angle
is 0.5 deg), the diffraction patterns Dk�x, y� formed on
detector are composed of 3 × 3 diffraction disks, and the re-
corded intensity is the summation of four frames of diffrac-
tion intensities corresponding to four probe pulses; that is,
I�x, y� � P

4
k�1 jDk�x, y�j2. The detector is a 16-bit scientific

CMOS camera (pco.edge 4.2. PCO GmbH) with 2048 × 2048
pixels, and the size of each pixel is 6.5 μm × 6.5 μm.

Measurement result. Damage induced by the nanosecond
laser pulse inside K9 glass was always accompanied by various
physics phenomena, including laser filament, laser plasma,
shock wave, thermal ablation, plume expansion, and crack for-
mation [34–39]. These phenomena affect the amplitude and
phase of the light beam transmitting damaged volume.
Correspondingly, by doing ultrafast imaging with the SUM–
CDI method illustrated above, the evolution of laser-induced
damage and accompanying phenomenon can be measured with
single detector exposure.

The temporal intervals among four probe laser pulses of
532 nm and one pump pulse of 352 nm are shown in
Fig. 4(a), where the first probe pulse arrives at the specimen
about 10.2 ns earlier than the pump pulse. The second probe
pulse and the pump pulse arrive at the specimen simultane-
ously, and the pump pulse causes damage in K9 glass. The tem-
poral intervals of the third probe pulse to the second and the
fourth ones are 16.8 ns and 11.5 ns, respectively. Thus, the first
probe reveals the original state of specimen, and the second

probe reveals the state of the specimen during the interaction
between the pump laser pulse and glass, and the third and the
fourth pulses show the evaluation of damage after the finish of
laser-material interaction. The temporal resolution of this sug-
gested SUM–CDI in Fig. 3 was about 10 ns, and it depends on
the pulse duration of the probe pulse. The energy density of
pump pulse 152.8 J∕cm2, is 3.8 times the damage threshold
of K9 glass. One recorded diffraction intensity I�x, y� �P

4
k�1 jDk�x, y�j2 is shown in Fig. 4(b), where there are

3 × 3 partially overlapped diffraction disks, and the separation
of four diffraction patterns corresponding to four probe laser
pulses is shown in Appendix B.

From the recorded diffraction patterns shown in Fig. 4(b),
the intensity and phase of four transmitted probe pulses are
reconstructed and shown in the first line of Fig. 4(c) and
Fig. 4(d), respectively. K9 glass is uniform in both the refractive
index and surface profile before the arrival of a pump pulse;
thus, the reconstructed intensity and phase images correspond-
ing to the initial state of specimen at the time of −10.2 ns both
have uniform values, as shown in image 1-1 and image 1-5. The
reconstructed intensity and phase images of the second probe
pulse, which arrives at the specimen at t � 0 ns, are shown in
image 1-2 and image 1-6, respectively. The interaction between
the strong pump pulse field and K9 glass changes the refractive
index and surface profile of glass plate. The small black spot at
the center of image 1-2 is a tiny damage cave on glass surface.
The bright line in phase image 1-6 indicates the laser filament
[38]. At t � 16.8 ns and t � 28.3 ns the pump pulse has left
the silica glass; however, the formed laser filament shown as
bright lines in images 1-7 and 1-8 is still remarkable. Two
bright rings in image 1-7 and image 1-8 correspond to wave
fronts of generated shock wave, and the phase values inside the-
ses ring are obviously smaller than the phase values outside
them. This is due to the contribution of free electrons to the
optical refractive index [40]. After two seconds, when the
change of specimen caused by the first pump pulse stops,
the second pump pulse hits the specimen at the same position

Fig. 3. (a) Optical path diagram of the SUM–CDI experimental
system. (b) Amplitude distribution of the encoding plate. (c) Phase
distribution of the encoding plate. The units of the color bar of
(c) are in radians. The scale bar in (b) is applicable to (c). Fig. 4. (a) Time sequence diagram of probe pulse sequence and

pump pulse in single-shot mode. (b) Intensity diagram of diffraction
pattern in shot 1. (c) Amplitude distribution of the specimen at the
corresponding time of each frame reconstructed by SUM–CDI.
(d) Phase distribution of the specimen at the corresponding time of
each frame reconstructed by SUM–CDI. The units of the color
bar of phase in (d) are in radians. The scale bar in (c) is applicable
to (d).
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of the first pump pulse, and the second frame of diffraction
patterns is recorded. The reconstructed intensity and phase im-
ages are shown in the second line in Figs. 4(c) and 4(d). After
another two seconds, the third pump pulse hits the specimen
at the same position again, and the third frame of diffrac-
tion patterns is recorded. The reconstructed intensity and phase
images are shown in the third line in Figs. 4(c) and 4(d).
Because of the existence of damages generated by previous
pump pulses, the laser filament that consumes some ratio of
laser energy does not take place in the images of 2-7, 2-8,
3-7, and 3-8, then the energy of the formed shock wave is larger
than that in images 1-7 and 1-8, resulting in a faster propaga-
tion speed [15,16]. This is the reason why the diameters of
bright rings in the second and third lines are slightly larger than
in the first line. These experimental results match theoretical
predictions well and sufficiently prove the feasibility of the
proposed SUM–CDI.

To further check the correctness of measurements above,
the speed of the shock wave was calculated using the experi-
mental results above. The values of the reconstructed phase im-
ages corresponding to three pump pulses are plotted along the
blue broken lines and shown in Figs. 5(a), 5(b), and 5(c), re-
spectively. In Fig. 4(d), the 12 subfigures use one colorbar, and
the background value is unified to the minimum value.
Therefore, the phase range of the 1D curve in Fig. 5 is less than
�−4, 3�. In Fig. 5, P0 corresponds to the center of the damage
spot, and Pk

m corresponds the position of the generated shock
wavefront in the kth reconstructed phase image of the specimen
under the illumination of the mth pump laser pulse. According
to Sedov’s blast wave theory, the diameter of a spherical shock
wavefront is r � α�2.35Eρ �1∕5t25 [41,42], where α is a constant
roughly equal to 1, E is the energy that drives the shock wave,
and ρ is the density of undisturbed air. By taking the values of
ρ � 1.2 kg∕m3, α � 1.0, and the distance of P0 to P2

1 in
Fig. 5(a) measured as 83 μm, the energy E of shock wave
can be computed as 7.1 μJ. With this calculated E , the distance
between P0 andP3

1 predicted by r � α�2.35Eρ �1∕5t25 is 102 μm.
Compared to the distance of 104 μm measured from Fig. 5(a),
the error is only 2%. Similarly, energies of two shock waves
generated by the 2nd and 3rd pump pulses can be computed
as 19.1 μJ and 24.2 μJ, respectively, which both are slightly
higher than that of the first pump pulse because no laser fila-
ment consumes laser energy in these two cases. The diameters
of two generated spherical shock waves in image 2-8 and image
3-8 decided by r � α�2.35Eρ �1∕5t25 are 100 μm and 106 μm, re-
spectively. Compared to the measured distances of P3

2 and P
3
3 to

P0 in Figs. 5(b) and 5(c), the computing error is also about 2%.
These computations and comparisons sufficiently prove the

high accuracy of the proposed SUM–CDI in imaging highly
transient processes.

Spatial resolving capability. Compared to other ultrafast
phase imaging methods, the outstanding advantage of the sug-
gested SUM–CDI lies in its compact optical structure and high
spatial resolution. In other words, time-resolved images are ob-
tained using a simple optical setup without degradation in its
spatial resolving capability. To demonstrate this advantage ex-
perimentally, another set of experiments were carried out using
the resolution target of USAF 1951 as the specimen, and ex-
perimental results are shown in Fig. 5. By using four probe light
beams to illuminate the specimen separately and acquiring four
independent diffraction patterns jDk�x, y�j2k�1,2,3,4 shown in
Figs. 6(a1)–6(a4), four reconstructed images can be computed
separately and shown in Figs. 6(b1)–6(b4). By adding these
four diffraction patterns jDk�x, y�j2k�1,2,3,4 together to get the
hybrid diffraction pattern I�x, y� � P

4
k�1 jDk�x, y�j2 shown

in Fig. 6(a5) and using the same computational method as what
was applied in a previous experiment, four images are com-
puted from I�x, y� and shown in Figs. 6(c1)–6(c4). To quali-
tatively compare the spatial resolution of images obtained with
a separate computation method to that obtained with SUM–
CDI, intensities along red and blue lines are plotted as red and
blue curves in Figs. 6(d1)–6(d4) correspondingly. We can find
that there are almost no differences between each pair of curves,
showing the advantage of SUM–CDI in maintaining good spa-
tial resolution. Since tiny bars of two elements in group 6 are
clearly distinguished, the spatial resolution achieved in above
experiments at least is 6.96 μm. In addition, the reconstruction
results using common CMI in this situation are shown in
Appendix C, and the comparison results show that SUM–
CDI can effectively reduce the reconstruction noise.

Fig. 5. Phase curves in (a) Shot 1, (b) Shot 2, and (c) Shot 3. The
phase curves are plotted along blue broken lines in Fig. 4(d).

Fig. 6. Experimental result on spatial resolving capability. (a1)–
(a4) Diffraction patterns recorded separately, and (a5) hybrid
diffraction pattern by adding (a1)–(a4) together. (b1)–(b4) Images
reconstructed from (a1)–(a4), respectively. (c1)–(c4) Reconstructed
images from (a5) with SUM–CDI. (d1)–(d4) Resolution comparison
between (c1)–(c4) and (b1)–(b4), respectively.
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Accuracy in phase object imaging. To check the accuracy
of the proposed SUM–CDI in phase object imaging, a phase
resolution target was used as a specimen to repeat the experi-
ment shown in Fig. 6, and the experimental results are shown
in Fig. 7. Figures 7(a1)–7(a4) are recorded diffraction patterns,
and Fig. 7(a5) is the hybrid diffraction pattern by adding
Figs. 7(a1)–7(a4) together. Figures 7(b1)–6(b4) are phase im-
ages reconstructed from Figs. 7(a1)–6(a4), respectively.
Figures 7(c1)–7(c4) are images reconstructed from Fig. 7(a5)
with the proposed SUM–CDI method, and almost no visible
difference can be found when comparing Figs. 7(b1)–7(b4) to
Figs. 7(c1)–7(c4). To make a quantitative comparison on two
sets of reconstructed images, the phase intensities along the red
and blue dotted lines are plotted as two curves in Figs. 7(d1)–
7(d4), respectively. By comparing the red curves to the corre-
sponding blue curves, we find that the difference between them
is much smaller than 1%, which shows the very high accuracy
of the proposed SUM–CDI method in phase object imaging.

5. DISCUSSION

Different from existing ultrafast phase imaging techniques,
SUM–CDI applies a multiplexed strategy to avoid the division
in the spatial domain or frequency domain, so it can achieve
ultrafast phase imaging with high temporal–spatial resolu-
tions and high accuracy by using a simpler optical setup.
Theoretically, by using a detector with a large enough sensor
chip and high enough dynamic range, diffraction limited spatial
resolution can be reached, and its temporal resolution is only
decided by the time duration of probing laser beams. Thus, by
using a 32 bit detector, temporal–spatial resolution much
higher than that of the experiments above is reachable.

Advantages of SUM–CDI. The advantage of the proposed
SUM–CDI technique lies in two aspects. The first aspect is the
adoption of Dammann grating, which splits the laser beam
under inspection into several replicas, and all replicas are modu-
lated by different regions of a random phase plate. Thus, it is
essentially a kind of multichannel coherent modulation imag-
ing, and the average operation on all channels effectively re-
duces the noise and results in a reconstructed image of high
SNR and high accuracy; this is the underline physics for
SUM–CDI to work for ultrafast phase imaging. In addition,
because the detector records the high-order items of the grating,
more high-frequency information can be recorded, thereby im-
proving the spatial resolution of the system. The second aspect
lies in its simple optical alignment, where the time of each
probing laser pulse arriving at sample is simply encoded into
its incident angle, and then in iterative reconstruction their
Fourier transforms emerge at different positions in the spatial
frequency domain, making the separation of all reconstructed
probing laser pulses easy. On the other hand, the adoption of
grating in the optical alignment and averaging operation in the
reconstruction process effectively improve the information re-
dundancy in the recorded data and correspondingly speed up
the convergence speed of iterative reconstruction. The com-
parison of the convergence and SNR between the proposed
SUM–CDI and common CMI is shown in Appendix A.

Required optical parameters. In theory, to get high
reconstruction quality and high convergence speed, each prob-
ing laser pulse should be split into a large enough number of sub-
beams by the Dammann grating. On the other hand, to ensure a
sufficient field of view (FOV), the angle interval between
adjacent sublaser beams should be large enough and, theoreti-
cally, the larger the interval angles, the less the crosstalk of differ-
ent modes, which can reduce the noise. Since iterative
reconstruction is realized by computing the Fresnel diffraction,
where a paraxial approximation is applied, the permitted angle of
the outmost sub-beams with respect to the optical axis is only
about 10 deg, depending on the pixel size of detector. In the
experiments above, by considering these factors in combination,
the angle interval between the adjacent grating sub-beams is
0.5 deg, the FOV diameter range is 700 μm, and the element
size of the random phase plate is 100 μm × 100 μm.

Temporal resolution achievable. The temporal resolution
of the proposed method is only limited by the temporal
duration of probing laser pulses; therefore, in theory, temporal
resolutions from microseconds to femtoseconds or even atto-
seconds can be achieved. However, when the pulse duration
is shorter than 10 fs, the probing light beam is not monochro-
matic light anymore, and a multimode algorithm should be ap-
plied in the spectral domain to do iterative computation, which
requires more information redundancy in recorded diffraction
patterns. On the other hand, to increase the information redun-
dancy of the recorded diffraction patterns, each probing laser
pulse should be split into more sub-beams. Then a detector
with a larger sensor chip and no-paraxial reconstruction
algorithm are required [43]. In other words, temporal resolu-
tion as high as femtoseconds and attoseconds is reachable by
using a more complex optical alignment and reconstructing
algorithm.

Fig. 7. Experimental results on accuracy in phase object imaging.
(a1)–(a4) Diffraction patterns recorded separately, and (a5) hybrid dif-
fraction pattern by adding (a1)–(a4) together. (b1)–(b4) Images recon-
structed from (a1)–(a4), respectively. (c1)–(c4) Reconstructed images
from (a5) with SUM–CDI. (d1)–(d4) Accuracy comparison between
(c1)–(c4) and (b1)–(b4), respectively. The units of the color bar are in
radians.
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6. CONCLUSION

To realize a sequence of ultrafast phase and amplitude imaging
with a single diffraction pattern, a new scheme SUM–CDI that
includes a grating, a weak modulator, a detector, and phase
retrieval algorithms is proposed in this paper. Due to the infor-
mation redundancy introduced by multiple modulation and
the multiplex phase retrieval algorithm inspired by ptychogra-
phy and CMI, at least four wave modes, including phase and
amplitude, can be iteratively retrieved at once with a higher
SNR. When combining with an ultrafast probe sequence,
SUM–CDI could be used as an excellent technique for single-
shot ultrafast optical imaging, which was demonstrated by
measuring laser-induced damage with a temporal resolution
at the 10 ns level and a spatial resolution of 6.96 μm. Aside
from the intensity evolution of the damage spot, the corre-
sponding quantized phase information could also be observed
accurately by SUM–CDI, which is crucial to investigate the
mechanism of ultrafast laser-induced damage, including the
generation, propagation, and confrontation of shock waves,
something which is difficult for other techniques without
the capability of phase imaging. In addition, the temporal res-
olution is restricted by the pulse duration of the probe pulse
and the time interval between adjacent probes, leaving room
for potential improvement in temporal resolution to a Tfps
rate. In addition, being a form of CDI, the theoretical resolu-
tion limitation of SUM–CDI is λ∕2 for multiplexed phase im-
aging [44], considering that the NA of the detector is utilized
by all modes, which is quite different from other multiple phase
imaging techniques based on the space division of the detector.
In general, SUM–CDI is a promising technique for single-shot
ultrafast optical imaging that can be used in a variety of fields,
especially where ultrafast phase imaging with high resolution is
urgently required.

APPENDIX A: COMPARISON BETWEEN
SUM–CDI AND MULTIPLEXED CMI

To show the necessity of using varying incident angles
~θkjk�1,���,K for different probing laser pulses and using a
Dammann grating in SUM–CDI, simulations were carried
out according to Fig. 1(a). Four probe laser pulses incident
on a specimen were assumed to be Ek�x, y� (k � 1, 2, 3, 4),
and the specimen was assumed to have four different complex
transmission functions T k�x, y� (k � 1, 2, 3, 4) corresponding
to Ek�x, y� (k � 1, 2, 3, 4) one by one. Figure 8 shows four
transmission functions, where the first line shows four trans-
mission amplitudes, and the second line shows four corre-
sponding transmission phases. The diameter of each figure
in Fig. 8 is 900 μm. The wavelength of each illuminating laser
beam is assumed as 532 nm. The 0-π binary random phase
encoding plate with element sizes of 100 μm × 100 μm was
used as a modulator in simulations. The distance between
the specimen plane and the encoding plate plane was
LAE � 40 mm, and the distance between the encoding plate
and detector was LED � 46 mm. Light fields incident on speci-
men plane were assumed to be unit spherical waves with a radial
of 70 mm. In all simulations, the diffraction patterns were digi-
talized to 16 bits, and Poisson noise was added to them.
Figure 9 shows the distribution of some computed diffraction

patterns on the detector and corresponding light fields on the
focal plane.

Figure 9(a) shows the computed diffraction patterns when
four probe laser beams illuminate on specimen at incident
angles of
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Four circles of different colors indicate the positions of four
diffraction patterns formed by four probe laser beams when
they individually illuminate a specimen. Figure 9(b) shows the
computed diffraction patterns when there is a Dammann
grating in the optical setup of SUM–CDI. Since each transmit-
ting beam from Dammann grating was split into 3 × 3 sub-
beams with an angular interval of 0.5 deg between adjacent
sub-beams, a 3 × 3 diffraction patterns array was obtained,
and each subdiffraction pattern was composed of four partially
overlapped diffractions corresponding to a four-probe laser
pulse. These nine subdiffraction patterns were modulated by
different regions of encoding plate and accordingly were re-
markably different from each other, drastically increasing the
information redundancy involved. Figure 9(c) is the light dis-
tribution on the focal plane when all probe laser beams illumi-
nate a sample at the incident angles given in Eq. (A1), where
four focal spots are sufficiently isolated from each other, and
then, in theory, four images can be separately computed from
it using a multiplexed CMI algorithm. Figure 9(d) is the light
field on focal plane of SUM–CDI, where there are 3 × 3 groups
focal spots. The first, second, third, and fourth probe laser
beams correspond to focal spots labeled with black, red, yellow,
and green colors, respectively. In other words, each probe laser

Fig. 8. (a)–(d) Amplitude and (e)–(h) phase of the specimen
corresponding to different times T . The units of the colorbar are
in radians. The scale bar in (a) is applicable to (b)–(h).

Fig. 9. (a), (b) Diffraction patterns of multiplexed CMI and
SUM–CDI, respectively. (c), (d) Distributions of light on focal planes
of multiplexed CMI and SUM–CDI, respectively.

Research Article Vol. 10, No. 8 / August 2022 / Photonics Research 1943



beam corresponds to nine focal spots, and all these nine focal
spots should be the same in theory. Then, by doing an average
on these nine focal spots or corresponding reconstructed im-
ages, the reconstruction quality, especially the SNR, can be
remarkably improved.

Figure 10 shows two sets of reconstructions with diffraction
patterns shown in Figs. 9(a) and 9(b), respectively. By doing an
iterative computation with a multiplexed CMI algorithm with
the diffraction patterns shown Fig. 9(a), we obtained four re-
constructed transmission amplitudes and the corresponding
four reconstructed transmission phases of the specimen that
are shown in Figs. 10(a) and 10(b), respectively. Since each
probe laser beam corresponds to only one focal spot, shown
in Fig. 9(c) and one corresponding frame of diffraction pat-
terns, both the reconstructed amplitude and reconstructed
phase are quite noisy. By doing an iterative computation
with a SUM–CDI algorithm with the diffraction patterns

shown Fig. 9(b), we obtained four reconstructed transmission
amplitudes and the four corresponding reconstructed transmis-
sion phases of the specimen that are shown in Figs. 10(c) and
10(d), respectively. Since each probe laser beam corresponds to
only 3 × 3 focal spots shown in Fig. 9(d) and nine correspond-
ing frames of diffraction patterns, finally the reconstructed am-
plitudes and reconstructed phases both are the average of nine
corresponding sub-reconstructions, resulting in high image
quality and high reconstruction accuracy. The SNR recon-
structed by two methods is calculated by Eq. (2), as shown
in Fig. 10(e), and the blue and orange are the SNR curves
of the multiplexed CMI and SUM–CDI reconstruction results,
respectively. Although the initial multiplexed CMI converges
faster, the final SNR of the SUM–CDI (8.6) is 1.76 times that
of the multiplexed CMI (4.9).

APPENDIX B: SEPARATION OF FOUR
DIFFRACTION PATTERNS CORRESPONDING
TO FOUR PROBE LASER PULSES

In the experiment in Fig. 4, the recorded diffraction intensity is
the summation of four diffraction patterns of four probe beams
arriving at a sample at times of t � −10.2 ns, 0 ns, 16.8 ns, and
28.3 ns, respectively, and each of these four diffraction patterns
also was separately reconstructed in iterative reconstruction.
Figure 11(a) is the recorded diffraction patterns corresponding
to the first pump laser pulse, and Figs. 11(b)–11(e) show its
four reconstructed diffraction patterns corresponding to four
probing laser pulses, which are remarkably different from each
other, indicating that the specimen is under fast interaction
with a strong pump laser pulse.

APPENDIX C: RECONSTRUCTION USING
MULTIPLEXED CMI ALGORITHM WITH USAF
1951

Experiments were also carried out to check the performance of
a multiplexed CMI algorithm with the experimental setup in
Fig. 3 by removing the Dammann grating. Figures 12(a) and
12(f ) are two recorded diffraction patterns of common USAF
1951 and phase USAF 1951, respectively. Figures 12(b) and
12(g) are light fields on a focal plane in iterative computations,
where four focal spots are clearly visible. Figures 12(c) and
12(h) show the reconstructed intensity and phase images,
respectively. By comparing these images to those in Figs. 6
and 7, we can find that the reconstruction quality of

Fig. 10. Reconstructed amplitude and phase. (a), (b) Four recon-
structed amplitudes and four reconstructed phases of multiplexed
CMI with diffraction patterns in Fig. 9(a), respectively. (c), (d) Four
reconstructed amplitudes and four reconstructed phases of SUM–CDI
with diffraction patterns in Fig. 9(b), respectively. (e) SNR curves for
multiplexed CMI and SUM–CDI reconstruction results. The
units of the colorbar are in radians. The scale bar in (a) is applicable
to (b)–(d).

Fig. 11. (a) Diffraction patterns recorded by the detector at differ-
ent times with an interval of 2 s and each pattern contains four sub-
patterns corresponding to four pulse probes. (b)–(e) Corresponding
subpatterns extracted from (a) with SUM–CDI. The scale bar in
(a) is applicable to (b)–(e).
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SUM–CDI is much better, because the average computation
on 3 × 3 images can effectively reduce the reconstruction noise.
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