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Fast transient events, such as the disintegration of liquid bodies or chemical reactions between radical species,
involve various processes that may occur at different time scales. Currently, there are two alternatives for mon-
itoring such events: burst- or high-speed imaging. Burst imaging at ultrahigh speeds (∼100 MHz to THz) allows
for the capture of nature’s fastest processes but only for a narrowly confined period of time and at a repetition rate
of ∼10 Hz. Monitoring long lasting, rapidly evolving transient events requires a significantly higher repetition
rate, which is met by existing ∼kHz to 1 MHz high-speed imaging technology. However, the use of such systems
eliminates the possibility to observe dynamics occurring on the sub-microsecond time scale. In this paper, we
present a solution to this technological gap by combining multiplexed imaging with high-speed sensor technol-
ogy, resulting in temporally resolved, high-spatial-resolution image series at two simultaneous time scales. We
further demonstrate how the collection of such data opens up the tracking of rapidly evolving structures up to
MHz burst rates over long durations, allowing, for the first time, to our knowledge, the extraction of acceleration
fields acting upon the liquid bodies of an atomizing spray in two dimensions at kHz frame rates.

Published by The Optical Society under the terms of the Creative Commons Attribution 4.0 License. Further distribution of this work

must maintain attribution to the author(s) and the published article’s title, journal citation, and DOI.

https://doi.org/10.1364/PRJ.451108

1. INTRODUCTION

Digital high-speed cameras have been used to monitor a pleth-
ora of transient events ranging from laser ablation and plasma
formation [1,2] to cell dynamics [3,4] and the investigation of
geomaterials [5]. The demand for affordable methods to inves-
tigate even faster events in high quality has been, and is, ever
increasing, serving as the driving force behind the extensive de-
velopment of single sensor digital cameras. This has resulted in
a 104 increase in frame rates over the last 30 years [6,7].

Various electronic sensor architectures such as charged
coupled devices (CCDs), complementary metal oxide sensors
(CMOSs), and in situ storage image sensors (ISISs) have been
invented with the purpose of boosting sensor frame rate.
However, this usually comes at a cost in the form of a reduced
sequence depth and/or pixel number [5]. For example, the
state-of-the-art Photron SA-Z records videos with a sensor size
of 1024 × 1024 pixels at a speed of 20 kfps (fps, frames per
second) [8], while the corresponding value when operating
at a frame rate of 2.1 Mfps is a sensor size of 128 × 8 pixels.
The speed of this camera still allows it to work in near continu-
ous mode, resulting in sequence depths of almost 9 × 107

images (at its maximum speed of 2.1 Mfps). Dao et al., on
the other hand, demonstrated a fast sensor technology with

a similar pixel resolution (32 × 32 pixels) capable of an acquis-
ition speed of up to 25 Mfps. However, the sequence depth at
these speeds is significantly reduced, reaching 1220 frames, and
the data acquisition can instead be classified as high-speed burst
videography [9]. In 2020, Suzuki et al. presented an even faster
sensor, capable of capturing a burst of 368 images (50 × 108
pixels) at 100 Mfps, thus yielding a 3.68 μs long video [7].

This apparent trade-off among speed, sensor size, and se-
quence length will unavoidably dictate the level of resolvable
spatial and temporal characteristics of the phenomena under
study. Currently available fast single sensors are able to produce
short, low-resolution burst videos at low burst repetition rates
and are thus useful for globally monitoring rapidly evolving
events whose dynamics are localized in time and where the on-
set can be predicted or triggered [10–14]. In contrast, sensors
with a reduced frame rate can provide long video sequences at
high pixel resolution for monitoring structural changes occur-
ring on a ∼10 μs time scale [15–17], yet those sensors are lim-
ited to more slowly evolving events.

To overcome some of the rapid single-sensor-based limita-
tions, alternative videography solutions have emerged. For ex-
ample, multi-channel intensified cameras can acquire a burst of
up to 16 images (1024 × 1024 pixels) at 200 Mfps [18]. This
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type of technology, where the event is imaged onto multiple
sensors in series, allows for high pixel resolution and imaging
speed, but at the cost of low burst repetition rates (10 Hz for
the multi-channel intensified camera Imacon 468, and 0.5 Hz
for the Icarus 2, an X-ray nanosecond gated camera) [14,19,20].
Another way of overcoming electronic sensor-based trade-offs is
with the use of image multiplexing concepts. These techniques
can include the application of spatial masks on images, followed
by algorithmic extraction [21,22] or via spectral filtering of
different colors [23], enabling alternative means to produce fast
burst videos in the Mfps regime. Such solutions have, however,
been able to provide only low burst repetition rates due to the
technological restrictions set by either the camera (e.g., streak
camera) or the employed illumination (e.g., LEDs).

To date, there is no existing video technology that has dem-
onstrated the ability to circumvent the aforementioned techno-
logical trade-offs to monitor small-scale structural details,
whose evolution occurs at a nanosecond time scale while the
entire event may unfold over multiple orders of magnitude
longer in time. Such events, however, do occur within many
fields of the natural sciences such as within transient spray
diagnostics [24,25], combustion and plasma diagnostics
[26–29], nanostructure dynamics [30], or velocimetry in gen-
eral [31,32].

The ability to both track extremely fast small-scale dynamics
and to continuously monitor the slower large-scale motion
would require technology that provides (1) a high frame rate
(within a single burst), (2) high burst repetition rate, and (3) im-
aging with high pixel and spatial resolution. In this paper, we
combine multiplexed imaging with high-speed single sensor
technology to meet all these requirements, allowing for the
tracking of transient events occurring on the MHz time scale
with standard, non-intensified kHz–MHz camera technology.
The capabilities of the system are demonstrated, to the best of
the authors’ knowledge, for the first time by extracting 2D ac-
celerometry maps at kHz rates over a period of time spanning
the entire event of interest (>1 s).

2. EXPERIMENTAL SETUP

To obtain high-speed accelerometry data of dynamic transient
events at kHz time scales, we hybridize high-speed illumina-
tion-based multiplexed imaging with high-speed CMOS cam-
era technology. The optical setup presented herein allows for
three burst images with a temporal resolution of up to 52 ns
(19 MHz) at a burst repetition rate of up to 1 Mfps (depending
on the desired field of view).

The system that attains these capabilities is divided into
three units: (i) a high-speed passive imaging unit whose main
component is a high-speed CMOS camera [Photron SA5, top
of Fig. 1(a)], (ii) a high-speed illumination system, consisting of
three individual high-repetition-rate pulsed nanosecond laser
sources [Thorlabs NPL45- and 49-B, bottom of Fig. 1(a)],
and (iii) an image multiplexing unit built of optical compo-
nents that image unique spatial modulations onto the sample.

The two electronic units, (i) and (ii), are synchronized in
time via a triggering system such that within a single camera
exposure, each laser is triggered once at separated time intervals
[inset of Fig. 1(a)]. This pulse train is optically relayed onto the

sample via a polarizing beam splitter (PBS), dichroic mirror,
and lens (f � 150 mm). The now illuminated sample is then
imaged onto the high-speed camera with a microscope objec-
tive (4× Olympus plan achromat microscope objective) and a
relay lens (f � 180 mm).

All three illumination events within the rapid succession of
pulses reach the camera within a single exposure and need to be
separated digitally. To enable this separation and thereby iden-
tify the information retained within each pulse, a multiplexed
imaging technique named frequency recognition algorithm for
multiple exposures (FRAME) [22,33,34] is used. With
FRAME, the intensity profile of each laser pulse is spatially
modulated at a unique angle [inset of Fig. 1(a)], optically
achieved by imaging Ronchi gratings (20 lp/mm) onto the sam-
ple plane (zeroth order and undesired harmonics are rejected
using spatial filtering).

Upon video capture, the high-speed camera produces a
series of multiplexed images where each includes three

Fig. 1. System capable of monitoring microscopic MHz dynamics
with kHz technology. (a) The light from each nanosecond pulsed laser
source, triggered w.r.t the high-speed camera, is spatially modulated
with Ronchi gratings (20 lp/mm) and combined into a pulse train
incident on the sample. The imaged event is then relayed to the
high-speed camera via a microscopy configuration. Due to the laser
pulses’ temporal separation [inset of (a)] the event of interest will
be illuminated at three distinct times within a single camera exposure.
(b) Each high-speed camera image consists of three superimposed spa-
tially modulated images of which an example is framed in red. Its
Fourier transform depicts distinct peaks, within which the individual
pulse information is contained. Performing a spatial lock-in followed
by low-pass filtering on the peaks extracts said information.
(c) Carrying out this process (including background correction) on
each high-speed camera image results in a video sequence where bursts
of three images (FRAME triplets) are taken at a repetition rate set by
the camera, allowing, e.g., the extraction of 2D accelerometry data
from each camera image. The complete video of (c) is included as
Visualization 4.
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superimposed, spatially modulated, and temporally separated
illumination events of the dynamic sample [Fig. 1(b)]. This
can be visualized in the example image, framed in red, where
the event’s progression is seen by the stepwise varying gray
scales, overlayed with unique modulation combinations. As
a result of these modulated structures, the Fourier transform
of the image depicts three peaks separated from the DC com-
ponent, each corresponding to the image produced from a sin-
gle laser pulse. Algorithmic separation is then achieved by
spatially locking-in to each peak, low-pass filtering (with a
2D Gaussian to the power of eight), then inverse Fourier trans-
forming, resulting in three images of the event’s progression
[red framed images of Fig. 1(c)], dubbed herein as a FRAME
triplet. Iterating this procedure on each image of the raw high-
speed video results in an image sequence that contains MHz
dynamic information (up to 19 MHz) at the repetition rate
offered by the CMOS camera [video reel of Fig. 1(c)], which
in the current case corresponds to a maximum of 1 Mfps.

3. VERSATILE MONITORING OF HIGH-SPEED
EVENTS

To demonstrate the capabilities of this high-speed hybrid im-
aging system, accelerometry is performed upon the acquired
microscopic video recordings of 60 ms long injection events
set about by a commercial fuel injector (Bosch EV1 four-hole
nozzle running at 5 bar water injection pressure). These tran-
sient liquid dynamics are imaged at a camera speed, i.e., burst
repetition rate, of 21 kHz (variable C in Fig. 2) and varying
burst rates (variable L in Fig. 2). The complete videos,

comprising about 3 × 1300 images, of these and additional in-
jection events are included in Visualization 1, Visualization 2,
Visualization 3, Visualization 4, Visualization 5, Visualization 6,
Visualization 7.

A prerequisite for accelerometry measurements is high-con-
trast, blur-free images such that, e.g., the accurate segmentation
of structures at varying scales can be performed. The short il-
lumination time in conjunction with the high photon flux of-
fered by the light sources (∼50 ns and ∼2.5 nJ in this case) is
able to provide such images by (1) eliminating motion blur de-
spite the relatively long camera exposure and (2) maintaining a
uniform intensity profile over the entire image for high-contrast
shadows of the event. In addition, the lock-in filtering pro-
cedure associated with FRAME suppresses image blur caused
by multiple light scattering [35].

A further requirement for measuring velocity vector fields of
a transient event (the precursor for acceleration vector fields) is
versatility in the time domain. Indeed, for different versions of
non-seeded image flow analyses to function efficiently, the
distance traveled by the event between two images must be
optimized such that the correlation between the spatial struc-
tures remains high for the given distance traveled [36,37].
Furthermore, to extract velocity vector fields at more than
two time scales (one slow [25] and the other fast [24]), one
needs to vary the inter-pulse delay such that the time between
any pair of pulses is optimized for vector extraction at the
given time scale. Figure 2(b) illustrates these capabilities offered
by the high-speed FRAME imaging system. The independence
of the light sources within the illumination system allows for a
varied inter-pulse time (20 μs between the first two and 2 μs

Fig. 2. Microscopic imaging of transient fluid dynamics at high speed. (a) Imaging the spray injection event at a camera speed of 21 kHz and a
shutter time of 12 μs within which three pulses, with constant inter-pulse time (250 kHz FRAME triplet), are recorded. (b) Non-linear temporal
triggering where the first two pulses arrive at the sample with an inter-pulse time of 20 μs (50 kHz), while the last two are incident with an inter-pulse
time of 2 μs (500 kHz). At the beginning of the event, 50 kHz suffices to track the fluid’s evolution within the camera exposure, while already at
95 μs ASOI, higher speeds are necessary. The zoom-ins of the USAF 1951 resolution target correspond to the resolution limits in x and y of the
current optical configuration. (c) Imaging the injection event with 21 kHz camera speed and 10MHz FRAME triplet (100 ns inter-pulse time) while
retaining the image spatial resolution of (b). See Visualization 1, Visualization 2, Visualization 5, and Visualization 6 for videos of the entire events.
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between the last two), all at a burst repetition rate set by the
camera speed.

The temporal pulse shape of the illumination sources, on the
other hand, allows for a maximum burst rate of 19 MHz
(Appendix A). Due to the nature of the light sources and the
multiplexing methodology (i.e., each light source and its
corresponding event information are independent of each
other), the image quality does not deteriorate as the burst rate
increases. Figure 2(c) shows this trait for a burst rate of 10MHz,
where the image spatial resolution of 29 and 18 lp/mm [inset of
Fig. 2(b)] and high image contrast are conserved. On the other
hand, imaging at increased burst repetition rates usually results
in a reduced pixel number of the high-speed camera, affecting
only the field of view. Hence, imaging at higher rates overall
(burst and burst repetition rates) does not inherently imply a
deteriorated spatial resolution or image quality.

A. High-Speed Tracking of Liquid Dynamics over the
Entire Event at Various Spatial Scales
An inherent problem with tracking the acceleration of fast tran-
sient events is the requirement of three measurements close
enough in time such that a finite difference approximation
of the velocity’s time derivative can be accurately extracted.
Previous attempts at capturing the data necessary for such an
analysis have primarily focused on ballistic imaging techniques
using a multiple number of time-gated cameras (ICCDs) [38]

or by combining two CCD cameras in PIV mode with polari-
zation-based filtering, resulting in two velocity maps close in
time [39]. Although these techniques provide excellent tempo-
ral and spatial resolution per acquisition, both ICCDs and in-
terline transfer (double-framed) CCDs often have a restricted
frame rate and would be able to extract accelerometry data only
at a repetition rate of 100 − 102 Hz. The approach presented in
this paper overcomes this problem by combining the image
multiplexing ability offered by FRAME, i.e., high burst rate,
with the high frame rate offered by modern high-speed
CMOS cameras. The rate at which instantaneous acceleration
vector fields can be extracted is thus dictated by the repetition
rate of the CMOS camera that greatly exceeds that of previously
demonstrated approaches.

Estimating the acceleration vector fields from the FRAME
triplets is performed by tracking spray features in time using an
in-house developed segmentation and template matching post-
processing step. The left column of Fig. 3(a) depicts a FRAME
triplet with the post-processing segmentation edge of each mea-
surement outlined in green. The segmentation accuracy can be
varied with different parameters such as the radius of the low-
pass filter used in the lock-in algorithm or the parameters used
in the segmentation algorithm such as thresholds, and filling
and/or morphological operation parameters.

Templates of a preset size (M × N pixels) are extracted for,
depending on the desired vector density, every 2nd to 10th

Fig. 3. Extracting 2D accelerometry data from a single camera exposure. (a) Thresholding and morphologically closing results in the green
segmentation of the shadowgram. (b) Template matching between two frames results in 2D velocity vector fields (color coded arrows), calculated
at the pixel level along the segmentation edge. Here we choose to calculate the vectors every fourth pixel, yielding a vector density of 0.25 px−1.
Histogramming their sizes indicates downward movement towards the left (negative x direction but positive y direction) at an average speed of
∼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
102 � 152

p
� 18 m∕s. (c) The matching of two velocity vector fields results in the acceleration (or, equivalently, force) fields that act upon the

liquid body. The centering of the histograms around zero shows that the the vast majority of the spray does not accelerate. The Gaussian distribution
of vectors, however, demonstrates the stochastic nature of the turbulence that is present. Furthermore, the zoom-in reveals a possible primary
breakup event that is underway. (d) This process of force extraction is performed over the complete series of images from the start to the end
of injection, showing the evolution of the spray’s dynamics for the entire event. The sensitivity of the system/algorithm is withheld for the varying
velocity and acceleration regimes over the course of the event, from low to high velocity/acceleration at varying times. For a complete video of the
injection event overlayed with accelerometry vectors, see Visualization 8.
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pixel along the segmentation edge. These templates are then
laterally shifted over the subsequent images where the shift that
maximizes the cross-correlation is set as the distance traveled by
the spatial feature. Based on the lateral shift and the time sep-
aration between images, velocity vectors for each template are
calculated. In contrast to seeded flow velocimetry where the
displacement of seeded particles is monitored with grid-based
cross-correlation algorithms, this technique yields a vector field
that reveals the structural displacement of features along the
entire edge of the liquid structures.

Through said template matching of the triplet, two velocity
vector maps can be extracted from a single exposure [Fig. 3(b)].
Here the velocity vectors are drawn and color-coded w.r.t their
speed, and histograms of their x and y components are also
displayed alongside. In the leftmost zoom-in, the highly uni-
form velocity vectors of the spray front are highlighted, indi-
cating a region of high stability that is moving with the inertial
speed of the entire liquid body. In contrast, the rightmost
zoom-in of Fig. 3(b) depicts a liquid ligament that is traveling
away from the main body, indicating a possible breakup event.
In general, however, the statistics of the vx histograms show that
the spray travels slightly towards the left, while the vy histo-
grams indicate a movement downward at an average speed
of about 15 m/s.

By pairing vectors from the two velocity vector plots, average
acceleration vectors can be extracted over the duration of the
pulse train triplet [Fig. 3(c)]. In the case of fluid dynamics, this
map can then be directly related to physical quantities such
as pressure p and viscosity μ via, e.g., the Navier Stokes
equation [39]

∂vi
∂t

� −vj
∂vi
∂xj

−
1

ρ

∂p
∂xi

� μ
∂2vi
∂xj∂xi

, (1)

allowing for the validation of models related to the dynamics of
the spray front. For more details on the algorithm for the ex-
traction of accelerometry data, see Appendix B.

As a result of the constant velocity field of the spray front,
and its large inertial mass, an expected low acceleration (be-
tween zero and 1 × 106 m∕s2) is seen in the corresponding re-
gion [lower zoom-in of Fig. 3(c)]. On the other hand, the large
inward pointing acceleration vectors in the upper zoom-in dis-
play a quickly changing spray morphology in that region, fur-
ther confirming the possibility that a primary breakup event is
about to occur. In general, however, the acceleration histograms
of Fig. 3(c) indicate a mean of zero acceleration in both x and y
directions. Despite this, the stochastic nature of the turbulences
experienced by the edges of the liquid body results in a
Gaussian distribution of forces around this mean.

B. Maintained Sensitivity despite Largely Varying
Event Regimes
Due to the aforementioned marriage among high burst rate,
burst repetition rate, and long sequence depth offered by
the presented videography technique, this type of accelerome-
try analysis can be performed for the entirety of the event of
interest. In the case of Fig. 3(d), the last image corresponds to
camera image number 4400 of a sequence running at a burst
rate of 500 kHz and burst repetition rate of 75 kHz. As
expected, it is visible that the liquid body undergoes many

different regimes over the course of the entire event [40]—low
mean acceleration and velocity 40 μs after the start of injection
(ASOI), high, in general, velocity and increased turbulence in

Fig. 4. Sensitivity of velocimetry to different inter-pulse durations.
(a), (b) Two instances from one injection event are analyzed for three
different, simultaneously acquired values of inter-pulse delay time
(Δt). Intensity differences between the two individual images are de-
picted in blue and red, whereas black areas reflect static structures. The
necessity of acquiring with multiple inter-pulse times is particularly
clear for the yellow zoom-ins of (b). With a small Δt (i) the lack
of structural change forces the velocity vectors to match with noise.
However, as Δt increases (ii, iii), structural differences emerge, result-
ing in velocity vectors that are instead related to the spray dynamics.
Similarly, the yellow zoom-ins of (a) show that the matching algorithm
will give varying results for differing inter-frame times. In contrast, the
two green zoom-ins depict structures with velocities that are more ro-
bust to such changes in Δt. The two instances together illustrate how
the instabilities of the injected liquid may have different temporal char-
acteristics throughout the duration of the event. These variations im-
ply that a single, static value ofΔt is not ideal to accurately track all the
dynamics.
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the middle parts (4.8 ms ASOI), and a high degree of breakup
activity where air resistance dominates after the nozzle has
closed (58.7 ms ASOI). This demonstrates the importance
of attaining tracking ability over the entire lifetime of the event
to follow the physical cause and effect relationships acting upon
the dynamics. For the entire video overlayed with the acceler-
ometry data, refer to Visualization 8.

The accuracy of the velocity vectors, extracted using our
template matching algorithm, increases as the tracked features
undergo large lateral shifts in between consecutive frames. On
the other hand, the instabilities and turbulence associated with
liquid atomization cause the large, intact, liquid core to disin-
tegrate and break up into smaller, liquid bodies. Such structural
deformations, which the algorithm interprets as rigid body mo-
tion, become more pronounced as the inter-frame time Δt in-
creases, thus counteracting any gain in accuracy obtained
through large lateral shifts.

Another aspect regarding the accuracy of the velocity vectors
concerns the large spread in time scales involved in the liquid
atomization process. Obtaining an accurate finite difference
approximation for both the rapid changes associated with
the primary breakup as well as the motion of the main liquid
body requires various inter-image times, which is achievable
using FRAME. This aspect is exemplified in Fig. 4, where
the varying structural speeds observed within the same exposure
require different values of Δt to be accurately identified and
measured.

C. Single Droplet Tracking
The high contrast of the acquired images in conjunction with
the marginal loss in image spatial resolution following the low-
pass filtering allows for simultaneous segmentation, force

tracking, and extraction of quantitative data from features at
different spatial scales. Figure 5 reveals the force dynamics act-
ing on a single droplet that has broken off from the main body.

Modeling of the velocity progression of this single droplet
(simplified to a spherical solid drop of radius of 45.6 μm and
initial speed of 46.7 m/s) with a simple Stokes or Schiller–
Naumann (SN) model, results in a decrease in velocity to 6
versus 1 m/s, respectively, after 3 μs, significantly lower than
the measured value of 24 m/s [blue and red lines of Fig. 5(b)
versus the black circle]. However, we see that the droplet does
not remain spherical throughout its journey but instead attains
a more aerodynamic form after 3 μs [zoom-in of Fig. 5,
v�t � 3 μs�], resulting in a reduced drag coefficient. In con-
junction with the acceleration vectors pointing in the direction
of air resistance, it is possible to infer this inconsistency between
model and experiment by taking into account the deformation
of the liquid droplet to a more aerodynamic form (SN/15)
caused by air resistance [41,42]. See Appendix C for more
details.

4. DISCUSSION

The underlying principle of sensor-based high-speed cameras is
the ability to shift photoelectrons between electronic compo-
nents in a structured manner at extremely high speeds. This
physical movement of electrons, however, fundamentally limits
sequence depth, sensor size, and imaging speed [43], confining
these types of technologies to the imaging of either kHz events
over a duration of several seconds or MHz events over the du-
ration of microseconds. On the other hand, illumination-based
techniques can reach THz imaging speeds, but the fundamen-
tal necessity to record the entire sequence on a single sensor
within a single exposure usually severely limits their sequence
depths and/or spatial resolution. This results in a strict trade-off
between imaging speed and temporal length of the image
sequence. In this work, we combined illumination-based
multiplexed imaging with sensor-based high-speed cameras
to perform accelerometry on liquid bodies at video rates signifi-
cantly faster than previously demonstrated.

The optical hybrid configuration presented herein has sev-
eral technical advantages over conventional high-speed imaging
techniques. First, hybridization of FRAME is not limited to
single sensor technology but is compatible with, e.g., rotating
mirror cameras (such as Cordin 560 or Brandaris 128), ultrafast
framing cameras (Imacon) or ISIS. Second, the independence
of the pulse train light sources allows for non-linear temporal
sampling of the event. As a result, the time separation between
pulses can be tailored to track events ranging from low to high
speeds [2,17,44] or events that include both time scales simul-
taneously [3,4,27]. Moreover, this flexibility allows for the ac-
quisition of suitable inputs to acceleration extraction algorithms
such as the one presented herein or in Ref. [36], a task that is, as
has been shown, quite sensitive to the Δt between images.
Third, although higher frame rates (Δt ∼ 10−9 s) can be
achieved with, e.g., ultrafast framing cameras or double-pulsed
PIV systems, the burst repetition rate of such systems—the rate
at which velocity or acceleration data can be measured—is usu-
ally in the range of 100 − 102 Hz. Hence, the extraction of ac-
celerometry data of rapid transient events has, thus far, been

Fig. 5. High-speed tracking of air resistance on a single droplet.
(a) The direction of the forces acting on a single droplet, depicted
by the solid yellow arrow (itself equal to the mean of the dashed ar-
rows) indicates strong air resistance. (b) Despite this, the measured
decrease in velocity from 46.7 to 24 m/s (depicted as a black circle)
is less than expected from air resistance simulations performed using
Stoke’s law and Schiller–Naumann (SN) correlation. Due to the de-
formation of the liquid droplet to a more aerodynamic shape (seen in
the second velocity image), the correct drag coefficient is 15 times less
than that proposed by SN correlation. See Appendix C for details.
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restricted to a single-shot basis [38,39]. In contrast, the system
presented herein relies on neither double-frame image technol-
ogy nor intensified (time-gated) cameras, thereby granting a
repetition rate up to six orders of magnitude greater. We take
advantage of this boost in frame rate enabling the near continu-
ous extraction of acceleration data throughout the entire tran-
sient event. Finally, since all images are acquired on a single
sensor, calibration procedures to achieve pixel-to-pixel overlap-
ping and compensation for different magnifications are not
necessary, which greatly facilitates and decreases the uncertain-
ties related to region matching analyses [45].

Due to the electronic speed limit of CCD and CMOS sen-
sors, a notable amount of development has instead gone into
increasing the number of pixels, their sensitivity, and noise
characteristics while still maintaining high speeds (e.g., a
100 kfps 2 Mpx sensor was realized in 2017 [46]). This general
trend greatly benefits hybridization with multiplexed imaging
techniques such as FRAME, as this would allow more dynamic
range per multiplexed image, more images per exposure (sig-
nificantly more than three has been experimentally demon-
strated [34]), and higher spatial resolution, enhancing the
temporal characteristics of both cameras and FRAME itself.
On the other hand, fast illumination technology in the form
of high-repetition-rate femtosecond laser sources or burst lasers
is becoming more commercially available than ever before,
opening up high-repetition-rate THz burst accelerometry of,
e.g., chemical reactions [47].

5. CONCLUSION

While the development of double-framed cameras and burst
lasers has enabled velocimetry, the ability to measure accelera-
tion has, thus far, been restricted to solutions using multiple
camera optical configurations running at low repetition rates.
Furthermore, the technological gap restricting simultaneous ac-
cess to slow kHz and fast MHz–THz processes, limits the pos-
sibility to efficiently track a large variety of naturally occurring
events. Hybridizing illumination-based imaging with high-
speed sensor technology overcomes these restrictions, with
the added benefit of being able to reap the benefits of techno-
logical advancement from the respective fields. All in all, the
ability to measure properties such as acceleration of fast but
long duration events is of fundamental importance to under-
stand and model the forces acting upon physical processes, and
we envision the measurement of such quantities to become a
major part of future research.

APPENDIX A: TEMPORAL RESOLUTION

The temporal resolution of an imaging system should be de-
fined in such a way as to guarantee unique information in each
image. To guarantee this, we have previously defined pulse lim-
its that set strict boundaries to where the next pulse is allowed
to be placed in time [22]. These limits are derived from
Gaussian pulses and their FWHM, within which 76% of the
pulse’s power lies [inset of Fig. 6(b)]. By applying this 76%
limit on any other pulse shape, this definition guarantees a
76% degree of uniqueness to the image stored within this pulse.

Another way to see it is that videography entails a non-delta
spike sampling of the time axis of an event with 2D images.

Even though active techniques have the ability to overlap pulses
in time, according to the Nyquist theorem, one cannot gain
much from this approach. To avoid oversampling, we must de-
fine pulse limits, within which the resulting image can be seen
as a unique sampling point with the integration time being the
distance between said pulse limits.

The pulse characteristics of the lasers used herein were mea-
sured with a photodiode and a 6 GHz oscilloscope resulting in
pulses of the form of the inset in Fig. 6(a). The pulse limits were
then extracted giving a sampling integration time Δ. The maxi-
mum imaging speed of a pulse train consisting of such pulses is
then given by 1∕Δ, in this case, 16 MHz. The maximum at-
tainable temporal resolution with these Thorlabs nanosecond
laser sources was measured to be 19 MHz.

In contrast, had these pulses been Gaussian with similar
FWHMs, the maximum temporal resolution would have been
104 MHz, highlighting how the sampling integration window

Fig. 6. 19 MHz temporal resolution. (a) Due to their shape, the
pulses from these nanosecond laser sources have a center of mass
[red dashed line of inset] separated from the peak. Hence, the pulse
limits (yellow dashed lines), within which 76% of the light intensity
lies, are much further apart than the FWHMof the peak. Placing three
such pulses in a pulse train, such that they adhere to the defined tem-
poral resolution condition, allows for a 16 MHz pulse train. (b) Pulse
limits versus FWHM: the asymmetric pulse shape of the lasers used
here causes the pulse limits to be much larger than their Gaussian
counterparts (red dots versus blue dots of the plot).
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of the illuminating pulse can cause significant variation in the
temporal resolution, as is appropriate.

APPENDIX B: ACCELERATION EXTRACTION

To extract velocity and in turn acceleration vectors from the
acquired images, the image analysis technique of template
matching is used. In general, a subarea of an initial image is
chosen, dubbed herein as a template. This template is then used
to calculate cross-correlations between itself and a second image
(within a preset search area). A vector is subsequently drawn
from the position of the original template to the point of high-
est cross-correlation in the second image. For this to function,
there are a few necessary steps to perform.

1. Segmentation
Background artifacts that arise due to non-uniform illumina-
tion and the low-pass filtering of Gaussian noise in the FRAME
algorithm can interfere with correlation calculations. Therefore,
we segment the images to logical maps via thresholding (with
values around 50%–70% of the maximum), morphological
closing (disc radius of one to five pixels), and hole filling.
The edge pixels of the resulting logical maps [indicated in green
in Fig. 3(a)] are used as the starting points for the template
matching algorithm.

2. Template Matching for Velocity Vectors
Template matching is an established three-step approach to ex-
tract velocity vectors from image pairs [24,38].

1. Extraction of a suitable template. An initial template
is chosen by extracting a matrix of image values around a given
edge pixel (green boxes in Fig. 7). The size of the matrix is a
preset value of 10 × 10 − 30 × 30 pixels in these cases.

2. Searching for the corresponding point. The afore-
mentioned template is then used in the next image to search
for its “corresponding” point. This is done by moving the tem-
plate around its central point within a given search area (red
dashed boxes in Fig. 7) and extracting the cross-correlation be-
tween the template and searched position in the second image.
The position of maximum cross-correlation (orange boxes in
Fig. 7) is chosen as the corresponding point. Here it is impor-
tant that the time difference between the two images is such
that there is a non-zero shift in the spray while minimal struc-
tural change has occurred within the search area (see Fig. 4 for
details).

3. Extracting a velocity. The velocity vector (red arrows in
Fig. 7) is calculated as the distance and direction from the
central point of the template’s initial to its final position.
This distance is precalibrated with resolution targets, and the
speed is subsequently calculated by dividing with the inter-
image time.

This three-step approach is performed for, if desired, each
pixel along the edge of segmentation. Hence, the spatial reso-
lution of the vector field, i.e., the density of the extracted vec-
tors, is limited only by the post-segmentation spatial resolution
of the image.

3. Calculating Acceleration
Using two subsequent images with associated velocity vectors,
acceleration vectors valid over the time span of the three images

used can be produced. By matching the end point of velocity
vectors of the first image to the closest starting point of a vector
in the second image, each point in the spray front can be
tracked over the course of the three images. Once two velocity
vectors are matched, and thus deemed to arise from the same
segment, the average acceleration of the spray segment during
the course of the three images can be calculated by taking the
time derivative of the velocities:

ā�t� � dv̄
dt

� dvx
dt

x̂ � dvy
dt

ŷ � vx2 − vx1
t

x̂ � vy2 − vy1
t

ŷ, (B1)

where the subscript indicates direction (x,y) and image (1,2),
and t is the time between the two velocity vector maps. The
entire code is included in a git repository and is updated con-
tinuously: https://gitter.forbrf.lth.se/david.andersson/vector-
plotting.

4. Validity of the Algorithm
The presented algorithm was tested under two conditions:
(1) experimental data of a rigid sphere falling under gravita-
tional pull with negligible air resistance and (2) a synthetically
created sphere also falling under gravitational pull (9.82 m∕s2).
In both cases, the inter-image time is set to 2 ms. The results are
presented in Fig. 8.

Fig. 7. Extraction of velocity vectors for each pixel along the seg-
mentation edge. Two examples of where the initial template (green
boxes) is scanned within a search area (red dashed boxes) across the
subsequent image (outlined in orange). The template is placed at
the position of maximum cross-correlation (orange boxes). The veloc-
ity vector is then calculated as the distance between the two center
points divided by the inter-image time. This process is performed
for every pixel along the segmentation edge.
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The raw data input in Fig. 8(b) are a logical map depicting a
falling circle. Hence, the segmentation is always perfect, result-
ing in an extraction of velocities where the distribution of the
vectors is zero (blue and green arrows in the extracted veloc-
ities). Matching the velocities with acceleration vectors yields
the desired value of 9.82 m∕s2 with, again, a zero distribution,
hence validating a lack of systematic bias in the algorithm.

The imaging of the falling rigid sphere in the experiment, on
the other hand, does not result in a perfect circle, and hence,
the segmentation and template matching algorithm will extract
a distribution of velocities [extracted velocities of Fig. 8(a)],
which in turn results in a distribution of accelerations
(σa ∼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2v1 � σ2v2

p
∕Δt). This distribution, however, is centered

around a mean gravitational acceleration of 9.74 m∕s2, and a
−0.2 m=s2 acceleration in the x direction, plausible values
within our laboratory.

A more in-depth error analysis attained by propagating a
pixel error in segmentation, σx , into an acceleration error,
σa, is also performed. The acceleration, a, is given by

a � x3 − 2x2 � x1
Δt2

, (B2)

where x1,2,3 are edge points from the three segmented images
used to extract acceleration, and Δt is the time between each
pair of images. The resulting propagated error will hence be

σa � a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4

�
σx

x3 − 2x2 � x1

�
2

� 2

�
σΔt
Δt

�
2

s
, (B3)

where x3 − 2x2 � x1 is given by

x3 − 2x2 � x1 � aΔt2: (B4)

Given σΔt � 0, σa can be expressed as

σa � a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4

�
σx

aCΔt2

�
2

s
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4

�
σx

CΔt2

�
2

s
, (B5)

where C is a calibration factor converting pixels to meters for a
given imaging system, in our case, 77,200 px/m. By solving for
σx in Eq. (B5), the measured σax of 13.4 [Fig. 8(a)] corresponds
to a pixel error of 2.07 in the segmentation process. This low
value highlights how the spatial resolution of the image extrac-
tion process is maintained as well as the efficiency of the seg-
mentation/template matching algorithm.

As for the vectors’ direction, the distribution of
θ � arctan�vx∕vy� is centered around a value of 0.07º (where
a value of zero points directly downwards). Performing the
same type of analysis as above, the spread of 2.52º corresponds
to a rounded pixel error of one, again highlighting the accuracy
of the presented process.

APPENDIX C: DRAG ON A SINGLE DROPLET

A droplet’s trajectory can be modeled by solving the equation of
motion for a droplet subject to gravity and the drag force:

md
d~vd
dt

� −
π

8
ρgCd d 2jj~vd − ~vg jj�~vd − ~vg� � md~g , (C1)

with md the droplet mass, vd the droplet velocity, ρg the air
density, d the droplet diameter, and Cd the drag coefficient.
Figure 5 presents the evolution of the droplet’s velocity as a
function of time for different drag coefficients. We have con-
sidered Stoke’s law and the SN correlation:

Cd � 24

Re
,

Cd �
�

24�1�0.15R0.687
e �

Re
Re ≤ 1000

0.44 Re > 1000
,

where Re is the Reynolds number. As observed, none of the
models manages to explain the decrease in speed observed ex-
perimentally. Indeed, the observed decrease can be explained
only by a drag coefficient 15 times lower than those of the
SN model. This decrease in the drag coefficient is linked to
spray effects and to the deformation of the droplet, which tends
to become more aerodynamic [41,42].
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Fig. 8. Validation of the velocity and acceleration extraction algo-
rithm. (a) Experimental validation using the known gravitational ac-
celeration acting upon a rigid sphere. The velocities are first extracted,
yielding the displayed vector fields and distributions, where the angu-
lar distribution (θ) histogram is given by arctan(vx∕vy) (a zero angle
points directly in the direction of the fall). Matching the velocity vec-
tors results in the extracted acceleration distribution with a mean ac-
celeration of 9.74 m∕s2 in the y direction and −0.2 m∕s2 in the x
direction. σax and σay correspond to a rounded two pixel uncertainty
in the image segmentation process, while σθ corresponds to a single
pixel uncertainty. (b) Synthetic data of a falling sphere (logical maps)
accelerating at 9.82 m∕s2 are inputted into the algorithm, resulting in
distributions with zero width in velocities (magnitude and direction)
and acceleration, validating the vector field extraction algorithm.
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