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Fringe projection profilometry (FPP) is widely used in optical three-dimensional (3D) measurements because of
its high stability. In FPP, fringe distortion is an inevitable and highly complex systematic error that significantly
reduces the 3D measurement accuracy. At this point, the existing causes of fringe distortion represented by
gamma distortion, high-order harmonics, and image saturation have been effectively analyzed and compensated
to restore high-quality fringe images. In this paper, we innovatively reveal a concealed cause of fringe distortion,
i.e., intensity diffusion across pixels, which is induced by photocarrier diffusion between photodiodes. To the best
of our knowledge, intensity diffusion has not been studied in the field of fringe restoration. Based on the motion
of photocarrier diffusion, we theoretically analyze the mechanism of how the intensity diffusion affects
FPP. Subsequently, an intensity diffusion model is established for quantifying the diffused intensity in each pixel,
and an intensity diffusion correction algorithm is presented to remove the diffused intensity from the fringe
images and correct the fringe distortion. Experiments demonstrate the impact of intensity diffusion on FPP,
and the 3D measurement results prove the effectiveness of the proposed methods on improving the 3D mea-
surement accuracy by correcting the fringe distortion. © 2022 Chinese Laser Press

https://doi.org/10.1364/PRJ.451818

1. INTRODUCTION

Due to their noncontact and high efficiency, optical three-
dimensional (3D) measurement methods have high-impact
applications in many fields [1], such as industrial product in-
spection [2–4], reverse engineering [5–7], and medical imaging
[8,9]. Among these optical measurement methods, fringe pro-
jection profilometry (FPP) is one of the most promising tech-
niques [10,11], in which the phase coding designed in fringe
patterns plays an essential role in anti-interference [12]. For
decoding the phase in fringe images, fringe analysis methods
are subsequently developed and divided into spatial and tem-
poral decoding methods. In spatial-decoding methods [13–19],
the continuous phase map is computed from a single fringe
pattern, which is applicable for measuring dynamic scenes
[20,21]. The corresponding disadvantages are the loss of high-
frequency 3D details and the failures in scenes consisting of
isolated objects [22]. In temporal-decoding methods [23–31],
the continuous phase map is obtained from the multiple fringe
patterns, which can suppress the noise [32] and prevent the
propagation of phase errors [30]. Therefore, temporal-decoding
methods are more suitable for accurate 3D measurements.

In addition to fringe analysis methods, FPP’s performance is
also dependent on the quality of fringe images. However, the
nonlinear intensity response in the FPP system generally dis-
torts the ideal fringes, thereby disrupting the phase distribution

embedded in the fringe images. The known causes of fringe
distortion include gamma distortion [33–38], residual high-
order harmonics [39–42], and image saturation [43–48]. To
cater to human visual perception, display devices introduce
gamma distortion and generate a nonlinear response in the
output intensity. However, this nonquantitative gamma trans-
form causes unknown fringe distortion in the fringe images.
Moreover, the high-order harmonic phenomenon is also a
common source of fringe distortion. Especially in high-speed
imaging techniques based on binary defocusing, the defocusing
operation functions as a low-pass filter. When the degree of
defocusing is insufficient, the high-order harmonics are not
completely filtered out, and the residual harmonics distort
the fringes. Image saturation means that the intensity of the
image reaches the upper limit (255 in 8-bit gray level), which
occurs because of the nonuniform scene reflectivity. The fringe
information in the saturated regions is completely lost, thereby
causing severe distortions in the fringe images.

To improve the quality of fringe images for 3D mea-
surements, many researchers have proposed to correct the
fringe distortion by considering the abovementioned causes.
Replacing the digital projector with a liquid crystal projector
[49,50], predistorting the designed fringes [36,51], and post-
compensating for gamma-induced phase errors [34,52] are all
valid measures for alleviating the impact of gamma distortion.
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For residual high-order harmonics, many studies [41,53] usu-
ally increase the frequency of harmonics to facilitate the effec-
tive operation of the low-pass filter. To avoid image saturation
in multireflectivity scenes, researchers have tried to adjust the
parameters of the FPP system, such as the exposure time and
shoot number [43,46] or illumination intensity [48,54].
Researchers have made great efforts toward correcting the fringe
distortion induced by these abovementioned causes, which
makes it difficult to further improve the 3D measurement ac-
curacy by optimizing the existing fringe distortion correction
methods. Instead of continuing to optimize the existing fringe
distortion correction methods, a concealed cause of fringe dis-
tortion, intensity diffusion, is revealed in this paper, which is
generated because of the photocarrier diffusion between photo-
diodes (PDs) in the image sensors [55–62]. The photocarrier
diffused from a pixel would be trapped by its neighboring pixels
[57]. The trapped photocarrier is converted into the intensity,
which represents the intensity diffused to the neighboring
pixels. Moreover, the degree of diffusion depends on the pixel
size [56,61], and the improvement in the resolution shrinks the
pixel size, facilitating the diffusion. Facing the demand of high-
resolution measurements, the intensity diffusion correction for
FPP is significant.

The intensity diffused to the neighboring pixels is the non-
linear response to the illumination intensity output from the
projector, thereby forming fringe distortion. The intensity dif-
fused from one pixel to its neighbor is proportional to the pixel’s
intensity and inversely proportional to the distance between
the pixel and its neighbor [61]. Based on this analysis, the fol-
lowing characteristics of the fringe patterns would increase
the impact of intensity diffusion. The first characteristic is
the strong intensity contrast between the high-intensity area
(HIA) and the low-intensity area (LIA) in one fringe pitch.
The second characteristic is that an LIA is flanked by two
HIAs. The former characteristic causes the intensity diffused
from the HIA to have a great impact on the LIA. The latter
indicates that the HIA is adjacent to the LIA, which fur-
ther amplifies the impact of diffused intensity on the LIA.
Moreover, the intensity contrast may be boosted with the in-
creasing illumination intensity, and the distance between the
HIA and LIA can be decreased with the increasing fringe
frequency. In general, the intensity diffused from HIA to
LIA results in a marked decline in the signal-to-noise ratio
(SNR) of the fringe images. Therefore, removing the intensity
diffusion distributed in the fringe images is a necessary but
neglected task.

In this paper, we reveal that intensity diffusion induces a
nonlinear response to the illumination intensity and math-
ematically explain how the diffused intensity distorts the fringe
and reduces the SNR of the fringe image. Increasing the
illumination intensity and fringe frequency is important for im-
proving the 3D measurement accuracy. However, the intensity
diffusion suppresses its improvement, and the effect of suppres-
sion is theoretically analyzed in this work. First, to implement
accurate 3D profilometry, an intensity diffusion model (IDM)
and an intensity diffusion correction algorithm (IDCA) are pro-
posed to analyze and correct the fringe distortion, respectively.
In the IDM, the effect of intensity diffusion is quantified based

on the motion of photocarrier diffusion, and a diffusion coef-
ficient is introduced to indicate the degree of intensity diffusion
across adjacent pixels. Subsequently, a set of patterns with an
array of bright spots is designed for projection. In the corre-
sponding spot images, a phase-matching technique is applied
to identify the pixels lighted by the illumination intensity
and diffused intensity, and thereby the global diffusion coeffi-
cient distribution is determined based on the identified results.
Finally, with the established IDM, the IDCA can remove the
diffused intensity from the fringe images after calculating the
specific value of the diffused intensity in each pixel. The fringe
distortions and 3D measurement errors caused by intensity dif-
fusion are experimentally shown to verify the necessity of re-
moving the intensity diffusion. In addition, the experimental
results show that the fringe images processed by IDCA can
be used to retrieve more accurate 3D shapes.

2. PRINCIPLE

A. Illustration of the Intensity Diffusion
As displayed in Figs. 1(a) and 1(b), a couple of patterns are
designed to illustrate the phenomenon of intensity diffusion,
and the two designed patterns differ significantly in the cen-
tral area. Subsequently, the patterns are projected onto the
plane and captured as the corresponding images shown in
Figs. 1(c) and 1(d). To further compare the two patterns and
two images, the cross sections of Figs. 1(a)–1(d) are plotted in
Figs. 1(e) and 1(f ), respectively. It is worth noting that the in-
tensity values of the regions surrounding the central areas in
the two patterns are the same, whereas the intensity values
of the corresponding regions of the two images are different.
Considering that the plane is a standard matte ceramic plane
with a uniform distribution of reflectivity, which successfully
suppresses the disturbance of the interreflections, thus the
primary factor causing this difference is intensity diffusion.

According to existing studies [57,60,61], the value of the
intensity diffused from a pixel to its neighboring pixels is de-
termined by the intensity of the pixel and the distance between
the pixel and its neighbor. To simplify the subsequent analysis,
the pixel and its neighbor are named the diffused source (DS)
and diffused target (DT), respectively. Figure 1(f ) indicates that

Fig. 1. Illustration of the intensity diffusion. (a) Designed pattern.
(b) Designed pattern without the central area. (c) The image of (a).
(d) The image of (b). (e) Cross sections of the patterns in (a) and (b).
(f ) Cross sections of the images in (c) and (d).
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the diffused intensity attenuates with the increasing distance
between the DS and the DT. To quantify the attenuation
trend, the diffusion coefficient is adopted. The diffused inten-
sity in the DT (i.e., I d ) can be expressed as

I d � c · I s, (1)

where I s is the intensity of the DS. c denotes the diffusion co-
efficient, which decreases with the increasing distance between
the DS and the DT.

B. Influence of the Diffused Intensity on the Fringe
Pattern
The influence of intensity diffusion on the fringe pattern in-
cludes a reduction in the SNR of fringe images and a suppres-
sion of the accuracy improvement achieved by increasing the
illumination intensity and fringe frequency.

The visual impact of the intensity diffusion is fringe distor-
tion as shown in Fig. 2. Compared to gamma distortion, high-
order harmonics, and image saturation, the waveform of the
fringe distorted by intensity diffusion is still close to a sinusoidal
distribution. However, the variation of intensity diffusion is
nonuniform, introducing a nonlinear response in the intensity
of fringes, and thus the effect of intensity diffusion cannot be
ignored, particularly for LIAs in a fringe pitch.

In the projection space, the fringe pattern can be ex-
pressed as

Ip � A� B cos ϕp, (2)

where I p is the illumination intensity, A is the average intensity,
and B is the modulation intensity. In addition, ϕp is the encod-
ing phase. After projection, a camera captures the reflection of
the illuminated light and ambient light, and the reflection is
transformed into the intensity by the PDs in the imaging sen-
sors. Therefore, the intensity of the reflection (i.e., reflected
intensity I r) can be described as

I r � Gr�ηI p � I a�, (3)

where I a is the ambient intensity, andG is a combination of the
camera gain and exposure time. Additionally, r is the reflectivity
of the scene, and η represents the conversion coefficient be-
tween the illumination intensity and the illuminated light.
In Fig. 2, I rh and I rl represent the reflected intensities of the

HIA and LIA in a fringe pitch, respectively. According to
the periodicity of the fringe pattern, the relationship between
I ph and I pl can be expressed as

I ph � I pl � 2B cos ϕp
h: (4)

As shown in Fig. 2, the LIA can be regarded as the diffused
target of the HIA, and I d in LIA (i.e., I dl ) can be described as

I dl � crI ph � cr�G�ηI pl � I a� � 2B cos ϕp
h�: (5)

To simplify Eq. (5), we propose two assumptions as follows.
1) Assuming A � B � I , ensuring that the modulation
(i.e., B cos ϕp) is maximized, the illumination intensity can
be adjusted by changing I . 2) Assuming G � η � 1, the
illumination intensity is equivalently transformed into the re-
flected intensity. In addition to the diffused intensity, the ran-
dom noise is also a part of the intensity of the fringe image
(i.e., the captured intensity I c), which can be expressed as

I c � I r � Id � In, (6)

where In represents the random noise. Consequently, the SNR
of the LIA can be calculated as

SNRl �
rI pl

rI a � I dl � In
� 1 − cos ϕp

h

c�1� cos ϕp
h� � �1�c�rI a�In

rI

: (7)

According to Eq. (7), the reflection of the illuminated light
is taken as the signal part of the image, whereas the other terms
are regarded as noise. Considering that I rh is much lower than
I rl , the diffused intensity determined by I rh heavily reduces
SNR l , further decreasing the 3D measurement accuracy. To
improve the 3D measurement, it is common to increase the
illumination intensity (i.e., increasing I ). Equation (7) indicates
that SNR l �I� is a monotone increasing function, and the sec-
ond derivative of SNRl �I� is expressed as

SNR 0 0
l �I� �

−2csin2ϕp
h��1� c�I a � In

r �
�c�1� cos ϕp

h�I � �1� c�I a � In
r �3

: (8)

Equation (8) shows that SNR 0 0
l �I� < 0, and thus SNR 0

l �I�
is a decreasing function, which means that the growth rate of
SNR l decreases with increasing I . Similarly, SNR l without the
diffused intensity is expressed as

SNRl 0 �
rI pl

rI a � In
� �1 − cos ϕp

h�I
I a � I n

r

: (9)

According to Eq. (9), SNR 0 0
l 0
�I� is equal to 0, and thus

the growth rate of SNR l0 is constant with increasing I .
Equations (8) and (9) demonstrate that the diffused intensity
suppresses the growth rate of SNR l when increasing the illu-
mination intensity. To further analyze the suppression, the
relationship between I and the proportion of the diffused in-
tensity in the captured intensity is expressed as

f �I� � I dl
I cl

� c�I a � �1� cos ϕp
h�I �

�1� c�I a � ��1� c� − �1 − c� cos ϕp
h�I � In

r

:

(10)
Fig. 2. Fringe distortions induced by intensity diffusion, gamma
distortion, high-order harmonics, and image saturation.
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Moreover, the derivative of f �I� is expressed as

f 0�I� � 2I a cos ϕp
h � �1� cos ϕp

h� I
n

r

f�1� c�I a � ��1� c� − �1 − c� cos ϕp
h�I � I n

r g2
:

(11)

Equations (10) and (11) show that f �I� is an increasing
function, and the proportion of diffused intensity in the cap-
tured intensity rises with increasing I , thereby limiting the
improvement in the SNR.

Apart from increasing the illumination intensity, increasing
the fringe frequency is another necessary procedure for improv-
ing the 3D measurement accuracy. However, the increase in the
fringe frequency also shortens the distance between the HIAs
and LIAs. The analysis developed in Section 2.A demonstrates
that the DT’s diffusion coefficient increases with decreasing dis-
tance between the DS and DT. The relationship between
SNR l �c� and c is expressed as SNR l �c�, and the derivative
of SNR 0

l �c� is expressed as

SNR 0
l �c� �

−�sin2ϕp
hI

2 � �1 − cos ϕp
h�I a�

�c�1� cos ϕp
h�I � �1� c�I a � In

r �2
, (12)

where SNR 0
l �c� < 0, indicating that SNR l �c� is a decreasing

function. Therefore, the increase in the fringe frequency de-
creases the SNR of the fringe images. Moreover, due to projec-
tor defocusing, the modulation in the illumination intensity
attenuates with the increase in the fringe frequency [32]. In
this case, the diffused intensity results in a marked decline
in SNR l . To further analyze the relationship between c and
SNR l , the second derivative of SNRl �c� is expressed as

SNR 0 0
l �c� � −SNR 0

l �c� ·
2�1� c� � �1� cos ϕp

h�I � I a

�c�1� cos ϕp
h�I � �1� c�I a � I n

r �2
,

(13)

where SNR 0 0
l �c� > 0, indicating that SNR 0

l �c� is an increasing
function. Therefore, the reduction in the SNR by intensity dif-
fusion attenuates with increasing fringe frequency.

In conclusion, intensity diffusion induces fringe distortion
in the images and reduces their SNRs, particularly in LIAs.
Apart from that, the two important procedures for improving
the 3D measurement accuracy are both limited by intensity
diffusion. The SNR indeed improves with increasing illumina-
tion intensity, but the improvement is hampered because the
proportion of the diffused intensity in the captured intensity
also increases as demonstrated in Eqs. (10) and (11). Increasing
the fringe frequency improves the 3D measurement accuracy
[30] by expanding the phase range, but it shortens the distance
between the HIAs and LIAs, enlarging the LIA’s diffusion co-
efficient. According to Eq. (12), the enlarged diffusion coeffi-
cient reduces the SNR. Meanwhile, the reduction in the SNR
also decreases with the increasing fringe frequency, which is
demonstrated in Eq. (13), indicating that the influence of
the intensity diffusion attenuates with the increasing fringe
frequency.

C. Phase Errors Induced by the Intensity Diffusion
Fourier transform profilometry (FTP) [63] and the phase-
shifting algorithm (PSA) [24] are two typical methods for

retrieving the wrapped phase distribution from fringe images.
In FTP, the single fringe pattern can be described as

I p � I �1� cos�ϕp � ϕ0��, (14)

where ϕ0 is the reference phase obtained by measuring a refer-
ence plane. The fundamental component is separated from the
fringe image through a Fourier transform (FT), and then an
inverse FT is applied to the fundamental component.
Finally, the retrieved phase can be described as

ϕc � ϕ − ϕ0 � ΔϕFTP, (15)

where ϕ is the phase change and ΔϕFTP is the phase error,
which is expressed as

ΔϕFTP � arctan

�
sin�ϕp � 2ϕ0 − ϕ�

cos�ϕp � 2ϕ0 − ϕ� � A1r·SNR
Ip

�
, (16)

where A1 is the weighting factor of the fundamental component
in the Fourier series and SNR denotes the SNR of the fringe
image. The fringe patterns in the PSA are expressed as

Ipn � I �1� cos�ϕp − δn��, n � 1,2,…,N , (17)

where δn is the phase shift equal to 2π�n − 1�∕N , and N is the
number of phase shifts. Then, the phase can be retrieved by

ϕc � arctan

PN
n�1 I

c
n sin δnPN

n�1 I
c
n cos δn

� ϕp � ΔϕPSA, (18)

where ΔϕPSA is the phase error in the PSA as described in
Eq. (19):

ΔϕPSA � 2
XN
n�1

sin�δn − ϕp� · r�1� cos�ϕp − δn��
N · SNRn

, (19)

where SNRn represents the SNR of the nth fringe image.
According to Eqs. (16) and (19), ΔϕFTP and ΔϕPSA can both
be reduced by improving the SNR of the fringe image.

D. Unwrapping Errors Induced by the Intensity
Diffusion
After retrieving the wrapped phase, all the phase values are
within �−π, π� in the phase domain, and thus eliminating dis-
continuity is an essential process. Compared with spatial phase
unwrapping methods, temporal phase unwrapping (TPU)
methods can handle discontinuous surfaces [26] and suppress
the propagation of noise-induced errors [25]. In TPU, the dis-
continuity is eliminated by the fringe order, which is often en-
coded in the additional information, such as the gray code [27]
and additional fringe patterns [29,31]. Compared with the
gray code, the additional fringe patterns have advantages of
pattern efficiency, unambiguous range, and unwrapping accu-
racy [30]. Figure 3 shows the flow chart of the phase coding
unwrapping (PCU) method and multifrequency unwrapping
(MFU) method, which calculate the fringe order accurately
by projecting additional fringe patterns. The discontinuity is
removed by adding multiple 2π in each pixel, and the relation-
ship between the wrapped phase and the unwrapped phase can
be expressed as

Φ � ϕwp � 2πk, (20)

where Φ is the unwrapped phase, ϕwp is the wrapped phase,
and k is the fringe order.
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In the PCU, the ancillary phase map extracted from the ad-
ditional fringe images is a stair phase distribution, and the
fringe order is calculated by

kPCU � Round

�
f �ϕp

s � π�
2π

� f Δϕs

2π

�
, (21)

where f is the fringe frequency of the fringe patterns for retriev-
ing the wrapped phase, ϕp

s is the stair phase encoded in the
additional fringe patterns, and Δϕs is the phase error in the
retrieved stair phase.

In MFU, the ancillary phase map is a low-frequency phase
distribution, and the fringe order in MFU is expressed as

kMFU � Round

 
f
f l
ϕp
l − ϕ

p
wp

2π
�

f
f l
Δϕl − Δϕwp

2π

!
, (22)

where ϕp
l is the low-frequency phase encoded in the addi-

tional fringe patterns, f l is the fringe frequency of the
additional fringe patterns, Δϕl is the phase error in the re-
trieved low-frequency phase, ϕp

wp is the encoded wrapped
phase, and Δϕwp is the phase error in the wrapped phase.
During the process of phase unwrapping, the phase errors
caused by fringe distortion can be introduced in the fringe
order calculations. In the PCU and MFU, fringe order mistakes
occur when the phase errors disturb the rounding operation.
The terms that induce rounding errors in Eqs. (21) and (22)
can be expressed as8<

:
ETPCU � f Δϕs

2π

ETMFU �
f
f l
Δϕl−Δϕwp

2π

: (23)

To explore whether the PCU or MFU is more sensitive to
phase errors, the difference between ETPCU and ETMFU is de-
scribed as

ΔET � ETPCU − ETMFU �
f Δϕs −

f
f l
Δϕl � Δϕwp

2π
: (24)

The relationship between the fringe frequencies in the PCU
and MFU is known (i.e., f > f l ≥ 1). Based on this relation-
ship and Eq. (12), the SNR of the fringe images in the PCU is
lower than that in the MFU. Following that, according to
Eq. (19), Δϕs is larger than Δϕl . Substituting the above con-

ditions into Eq. (24), it can be deduced that ΔET > 0.
Therefore, PCU is more sensitive to phase errors, indicating
that the intensity diffusion has a greater impact on PCU.

3. PROPOSED METHOD

The proposed method includes establishing a mathematical
model (i.e., IDM) for quantifying the intensity diffusion
in the fringe images and developing an iteration algorithm
(i.e., IDCA) to calculate the diffused intensity in each pixel
and remove it from the fringe images.

A. Intensity Diffusion Model
As indicated in Fig. 4, the intensity diffusion in the pixel area
is caused by photocarrier diffusion between PDs, and the key
procedure for establishing IDM is determining the diffusion
coefficient for each pixel, which can be calculated by

c�x, y� � c0 − μ�D�x, y� − D0�, (25)

where c0 is the initial diffusion coefficient, μ is the attenuation
rate that quantitatively expresses the relationship between
the diffusion and the distance D, and D0 is the fixed distance
between two adjacent pixels. In Fig. 4, the DT is located at
the diagonal pixel to the DS. In this case, D can be obtained
by [61]

D�x, y� � D0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�x − x0�2 � �y − y0�2

q
, (26)

where �x0, y0� is the coordinate of the DS in the imaging space.
According to Eqs. (25) and (26), obtaining c0 and μ is essential
for achieving the global diffusion coefficient distribution.
Additionally, c0 and μ are constant when the imaging equip-
ment type is given [60,61].

To obtain c0 and μ for a given fringe projection system
(FPS), a set of patterns with an array of spots is designed.
These patterns consist of 256 bright spots, which correspond
to 8-bit gray level. As shown in Fig. 5, the patterns with spots

Fig. 4. Illustration of the parameters in IDM.

Fig. 3. Illustration of the TPU methods based on additional fringe
patterns.
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are projected onto a standard matte ceramic plane with a flat-
ness of 4.4 μm and measurement uncertainty of 0.8 μm. In the
images with spots, the pixels are lighted not only by the illu-
mination intensity but also by the diffused intensity. Therefore,
to distinguish whether the pixels are lighted by the illumination
intensity or the diffused intensity, it is necessary to build the
correspondence between the projection space and the imaging
space. As a result, the coordinate mapping technique is per-
formed by a phase-matching algorithm [48], which can simply
be denoted as �

xp � T × ϕV �xc , yc�∕2π
yp � T × ϕH �xc , yc�∕2π

, (27)

where T is the fringe period. ϕV and ϕH are the vertical and
horizontal phase maps, respectively. Here, �xc , yc� is the coor-
dinate of the pixel in the imaging space, and �xp, yp� is the co-
ordinate of the pixel in the projection space. Based on the
results of the coordinate mapping, the pixels lighted by the
diffused intensity or illumination intensity can be precisely
identified. In this case, the pixels lighted by the diffused inten-
sity are the DT, and the pixels lighted by the illumination in-
tensity are the DS. According to Eqs. (1) and (27), the diffused
intensity in DT can be accurately expressed as

I d �x, y� �
XM
m�1

fc0 − μ�D��xm, ym� − D0��gI sm�xm, ym�, (28)

where M is the total number of DS pixels in the neighborhood
of DT. The boundary condition for the neighbor is c > 0,
which indicates that the size of the neighbor can be determined
by c0 and μ. Before obtaining c0 and μ, the interval between the
spots in a pattern should meet the condition that no interfer-
ence occurs between two adjacent spots in the images. After
substituting the intensity of all the identified pixels and the

corresponding D into Eq. (28), c0 and μ can be computed
by least-squares fitting.

B. Intensity Diffusion Correction Algorithm
The global diffusion coefficient distribution is determined after
obtaining c0 and μ, and then the diffused intensity in each pixel
can be calculated by

I d �x, y� �
XM
m�1

c�xm, ym�I r�xm, ym�: (29)

However, in the fringe image, the reflected intensity in each
pixel is unknown. Therefore, the captured intensity is taken as
the initial reflected intensity to calculate the initial diffused in-
tensity (i.e., Id0 ). Then an iteration operation is adopted to ac-
curately calculate I d as shown in Fig. 5(b). The captured
intensity is larger than the reflected intensity, and thus the
transmission from Id0 to I dn is a decreasing process. To meet
this condition, the iteration operation should stop when
I dn�1 − I

d
n ≥ 0, and the iteration-stopping criterion [i.e., Δ in

Fig. 5(b)] is set as zero. After iteration, I dn is taken as the value
of final diffused intensity, which is subtracted from the value of
captured intensity.

4. EXPERIMENT AND ANALYSIS

To present the influence of intensity diffusion and validate the
proposed method, we built an FPS consisting of a projector
with a 912 × 1140 resolution (Texas Instruments, DLP 4500)
and an industrial camera with a 2048 × 2448 resolution
(PointGrey, Grasshopper3). The experiment includes four
parts. The first part is conducted to show the fringe distortion
induced by the intensity diffusion and verify the effectiveness of
the IDCA on removing the diffused intensity. The second part
presents the improvement in 3D measurement accuracy by the
IDCA. The third part further shows the IDCA’s enhancement

Fig. 5. Flow chart of the proposed method. (a) Procedures of establishing IDM. (b) Process of IDCA.
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of the accuracy improvement approaches. The fourth part
shows the ability of the IDCA to reduce the errors in the mea-
surement tasks of the high-contrast and high-reflectivity scenes.

A. Fringe Distortion by the Intensity Diffusion
Two groups of fringe patterns are designed to show the fringe
distortion caused by the intensity diffusion. The first group in-
cludes three sinusoidal fringe patterns (fringe frequency � 64)
with different illumination intensities, which are used to show
the variation in the intensity diffusion with the increasing illu-
mination intensity. The illumination intensities of the three
fringe patterns are set as 24%, 36%, and 54% of the maximum
illuminance of the projector light source. The cross sections of
the corresponding fringe images are shown in Figs. 6(a)–6(c).
The second group includes three sinusoidal fringe patterns with
different fringe frequencies, which are used to show the varia-
tion in the intensity diffusion with the increasing fringe fre-
quency. The fringe frequencies of the three fringe patterns
are set as 32, 64, and 128. The cross sections of the correspond-
ing fringe images are shown in Figs. 6(d)–6(f ).

To avoid the coupling of the fringe distortions induced by
multiple causes, first, the fringe patterns are predistorted by a
reciprocal of the gamma value (i.e., γ � 2.2) to compensate for
the gamma distortion. Second, the fringe patterns are designed
as 8-bit sinusoidal fringe patterns for preventing high-order har-
monics. Finally, to avoid image saturation, fringe patterns are
projected onto a plane with uniform reflectivity.

To underline the fringe distortion induced by intensity dif-
fusion, the referenced fringes are designed, which are least-
squares fitting results of the cross sections of fringe images.
In addition, two key measures are required to reduce the differ-
ence between the referenced fringes and the ground truths as
follows. (1) The projection object should be a standard plane
with sufficiently high flatness, which can reduce the disturb-
ance of fringe deformation. (2) A two-dimensional (2D) image
of the plane is recorded before projection. In the 2D image, the
area with the smallest intensity gradient is marked, and only the

fringes in the marked area are selected to be fitted for minimiz-
ing the disturbance of reflectivity.

Figures 6(a)–6(c) show the cross sections of the fringes with
different illumination intensities. Compared with the refer-
enced fringes, there are bulges on the crests and troughs that
are not supposed to appear. Since the other three causes of
fringe distortion have been avoided, these bulges are primarily
induced by intensity diffusion. Equation (5) indicates that in-
creasing the illumination intensity increases the diffused inten-
sity; however, the captured intensity also increases, which
alleviates the aggravation of the fringe distortion. Therefore,
increasing the illumination intensity is still a suitable approach
for suppressing the fringe distortion. Figures 6(d)–6(f ) show
the cross sections of the fringes with different fringe densities,
and the bulges on crests and troughs are more distinct when
compared with those in Figs. 6(a)–6(c). As discussed in
Section 2, the increase in fringe frequency shortens the distance
between the HIAs and LIAs, and it decreases the modulation in
the illumination intensity, thereby aggravating the fringe distor-
tion. As the fringe frequency reaches 128, the bulges on the
crests and troughs become prominent, and the waveforms of
the cross sections are uneven. Therefore, increasing the fringe
frequency should not be the primary approach for improving
the 3D measurement accuracy when the given FPS has a large
initial diffusion coefficient (i.e., c0). After removing the diffused
intensity by IDCA, the bulges are removed, and the uneven
waveforms are corrected.

B. Improvement in the 3D Measurement Accuracy
by IDCA
To demonstrate the IDCA’s improvement in the 3D measure-
ment accuracy, two standard objects are taken as the experi-
mental objects. In the 3D reconstruction of the standard
objects, the phase is retrieved by the three-step PSA, and the
retrieved phase is unwrapped by the multi-frequency unwrap-
ping method [28]. The phase retrieval method uses three fringe
patterns with a phase shift of 2π∕3, and the corresponding

Fig. 6. Cross sections of the fringes distorted by the intensity diffusion and the corresponding results corrected by IDCA. (a) Fringe with 40% of
maximum illumination intensity. (b) Fringe with 50% of maximum illumination intensity. (c) Fringe with 60% of maximum illumination intensity.
(d) Fringe with a fringe frequency of 32. (e) Fringe with a fringe frequency of 64. (f ) Fringe with a fringe frequency of 128.
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fringe frequency is 56. The process of phase unwrapping uses
two sets of fringe patterns. The first set includes three fringe
patterns with a phase shift of 2π∕3, and the corresponding
fringe frequency is 1. The second set includes three fringe pat-
terns with a phase shift of 2π∕3, and the corresponding fringe
frequency is 16.

To further verify the improved 3Dmeasurement accuracy of
the IDCA, four cases are designed. IDCA�−, −� denotes that the
IDCA is not applied to any fringe images, IDCA�−,�� denotes
that the IDCA is only applied to the six fringe images for phase
unwrapping, IDCA��, −� denotes that the IDCA is only ap-
plied to the three fringe images for phase retrieval, and
IDCA��,�� denotes that the IDCA is applied to all fringe im-
ages. The 3D reconstruction results in Figs. 7(b)–7(e) corre-
spond to the four cases, respectively. To visually show the
quality of the 3D reconstruction results, the deviations between
the reconstructed planes and the least-squares fitting planes are
calculated, and the degree of deviation is displayed by the color-
map. The flatness of the standard plane is only 4.4 μm
(uncertainty � 0.8 μm), which is close to a perfect plane.
Therefore, the least-squares fitting plane can be regarded as
the ground truth of the reconstructed result, and the 3D mea-
surement accuracy is inversely proportional to the deviations.
The decrease in the deviation from Fig. 7(b) to Fig. 7(e) dem-
onstrates that the application of IDCA improves the 3D mea-
surement accuracy. To further show the reduction of the
deviation by IDCA, the cross sections of the reconstructed
planes are displayed in Fig. 7(f ), and the corresponding local
enlargement is also shown in Fig. 7(g). Compared with the
cross sections of other cases, the fluctuation of IDCA��,��
is smaller, which proves the effectiveness of IDCA in improving
the 3D measurement accuracy.

Figure 8 shows the 3D reconstruction results of the standard
sphere. The 3D reconstruction results in Figs. 8(b)–8(e) also
correspond to the four cases. Similar to the reconstructed
planes, the colormap displays the degree of deviation between
the reconstructed spheres and the least-squares fitting spheres.

The roundness of the standard sphere is only 2.6 μm
(uncertainty � 1.0 μm), which is beyond the range of mea-
surement accuracy of FPS. Therefore, the least-squares fitting
sphere can be regarded as the ground truth of the reconstructed
result. The decrease in the deviation from Fig. 8(b) to Fig. 8(e)
also demonstrates that the application of IDCA improves the
3D measurement accuracy. In Figs. 8(f ) and 8(g), the cross sec-
tions of the reconstructed spheres and the corresponding local
enlargement also show that the fluctuation of the reconstructed
surface significantly decreases after the application of IDCA.
Moreover, by comparing the cross sections of IDCA�−,�� with
the cross sections of IDCA��, −� in Figs. 7(g) and 8(g), the
fluctuation of the cross sections of IDCA�−,�� is larger than
the fluctuation of the cross sections of IDCA��, −�. The re-
sults indicate that the phase retrieval method with IDCA is
significantly improved compared with the phase unwrapping
method.

To further show the accuracy improvement by IDCA, four
different combinations between the phase retrieval methods
and phase unwrapping methods are developed. The first com-
bination includes FTP and PCU, the second includes FTP and
MFU, the third includes PSA and PCU, and the fourth in-
cludes PSA and MFU. In these combinations, FTP uses a single
sinusoidal fringe pattern with a fringe frequency of 56, and the
PSA uses three sinusoidal fringe patterns with a fringe fre-
quency of 56 and a phase shift of 2π∕3. PCU [29] uses two
sets of stair phase-encoded fringe patterns to generate two addi-
tional stair phase maps for calculating the fringe order. The first
set includes three fringe patterns with a fringe frequency of 1
and a phase shift of 2π∕3, and the second set includes three
fringe patterns with a fringe frequency of 16 and a phase shift
of 2π∕3. MFU [28] uses two sets of sinusoidal fringe patterns
to generate two additional periodic phase maps for calculating
the fringe order. The first set includes three fringe patterns with
a fringe frequency of 1 and a phase shift of 2π∕3, and the sec-
ond set includes three fringe patterns with a fringe frequency of
16 and a phase shift of 2π∕3.

Fig. 7. 3D reconstruction results of the standard plane in the four
cases. (a) Normal image of the standard plane. (b) 3D reconstruction
result in the case of IDCA�−, −�. (c) 3D reconstruction result in the
case of IDCA�−,��. (d) 3D reconstruction result in the case of
IDCA��, −�. (e) 3D reconstruction result in the case of IDCA��,��.
(f ) Cross sections of the reconstructed planes. (f ) The local enlarge-
ment of the cross sections.

Fig. 8. 3D reconstruction results of the standard sphere in the four
cases. (a) Normal image of the standard sphere. (b) 3D reconstruction
result in the case of IDCA�−, −�. (c) 3D reconstruction result in the
case of IDCA�−,��. (d) 3D reconstruction result in the case of
IDCA��, −�. (e) 3D reconstruction result in the case of IDCA��,��.
(f ) Cross sections of the reconstructed 3D profile. (f ) The local
enlargement of the cross sections.
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To quantitatively present the IDCA’s improvement in the
3D measurement accuracy, the root-mean-square errors
(RMSEs) of the reconstructed plane and sphere are calculated.
RMSEs are the root-mean-square values of the deviations be-
tween the reconstructed 3D profiles and the corresponding
least-squares fitting 3D profiles, and the deviation of each point
on the reconstructed 3D profiles is the distance between the
point and the corresponding point on the least-squares fitting
3D profiles. The flatness of the standard plane is 4.4 μm
(uncertainty � 0.8 μm), and the roundness of the recon-
structed sphere is 2.6 μm (uncertainty � 1.0 μm), which
are given by the calibration report from the National Hi-tech
Metrology Station in Shenzhen, China. The flatness and the
roundness are both beyond the range of the measurement ac-
curacy of the fringe projection system; thus, the ground truths
of the reconstructed 3D profiles can be regarded as the perfect
plane and sphere. The least-squares fitting results of the recon-
structed 3D profiles are also the perfect plane and sphere.
Therefore, the least-squares fitting 3D profiles are regarded
as the ground truths for evaluating the accuracy of 3D
reconstruction.

Table 1 lists the RMSEs in the four cases of each combina-
tion, as well as the reduction rate of RMSE corresponding to
the case of IDCA�−, −�. Among the four cases, the RMSE re-
duction rate in the case of IDCA��,�� is the highest, indicat-
ing that the accuracy improvement is the largest when IDCA is
applied to both the phase retrieving and phase unwrapping

methods. The case of IDCA�−,�� has a lower reduction rate
of RMSE than that in the case of IDCA��, −�, which indicates
that the phase unwrapping method achieves a minor accuracy
improvement compared with the phase retrieval method.
Therefore, the phase unwrapping method is less sensitive to the
phase errors induced by the intensity diffusion. Equation (24)
indicates that MFU has a better tolerance for phase errors com-
pared with PCU; therefore, MFU also achieves a minor accu-
racy improvement.

To analyze the accuracy improvement of the IDCAwith the
increase in fringe frequencies, the combination of PSA and
MFU [28] is selected to calculate the RMSEs when the fringe
frequency increases from 32 to 80, and the corresponding
RMSEs are listed in Table 2. As discussed in Section 2, the
increase in the fringe frequency reduces the SNR of the fringe
images, and thus the reduction rate of the RMSE should rise
with the increase in the fringe frequency. However, in the part
of the plane, the reduction rate of the RMSE decreases as the
fringe frequency increases from 32 to 56, indicating that the
impact of the intensity diffusion on the accuracy attenuates
with the increasing fringe frequency. Consequently, the exper-
imental results are consistent with the conclusion of Eq. (13),
i.e., the reduction in the SNR induced by intensity diffusion
attenuates with the increase in the fringe frequency. Meanwhile,
the reduction rate of RMSEs starts to rise once the fringe fre-
quency reaches 64. Considering that the modulation attenua-
tion with the increase in the fringe frequency is nonlinear, the

Table 1. Accuracies of the 3D Measurement Results in Four Combinations

RMSE (μm) and the Corresponding Reduction Rate

Object

FTP� PCU FTP�MFU

IDCA [−,−] IDCA [−,+] IDCA [+,−] IDCA [+,+] IDCA [−,−] IDCA [−,+] IDCA [+,−] IDCA [+,+]

Plane 138.43 127.95 123.86 117.45 128.70 121.78 116.01 111.53
0.00% 7.57% 10.52% 15.16% 0.00% 5.38% 9.86% 13.33%

Sphere 218.94 201.31 187.74 179.16 201.33 189.59 174.96 168.01
0.00% 8.05% 14.25% 18.17% 0.00% 5.83% 13.09% 16.55%

Object

PSA � PCU PSA �MFU

IDCA [−,−] IDCA [−,+] IDCA [+,−] IDCA [+,+] IDCA [−,−] IDCA [−,+] IDCA [+,−] IDCA [+,+]

Plane 40.21 37.55 36.37 34.93 38.18 36.01 35.03 33.48
0.00% 6.64% 9.55% 13.14% 0.00% 5.67% 8.25% 12.32%

Sphere 60.15 56.22 53.97 51.38 56.12 53.38 50.79 48.46
0.00% 6.52% 10.26% 14.57% 0.00% 4.88% 9.49% 13.66%

Table 2. Accuracy Improvement with Different Fringe Frequencies

Fringe Frequency

Plane Sphere

RMSE (μm)

Reduction Rate

RMSE (μm)

Reduction RateIDCA[−,−] IDCA[+,+] IDCA[−,−] IDCA[+,+]

f � 32 42.00 36.59 12.87% 63.46 54.78 13.68%
f � 40 40.71 36.77 12.63% 60.44 52.38 13.34%
f � 48 39.46 34.55 12.45% 58.12 50.49 13.12%
f � 56 38.18 33.48 12.32% 56.12 48.46 13.66%
f � 64 36.94 32.24 12.72% 53.64 46.07 14.11%
f � 72 34.62 30.03 13.27% 49.11 41.85 14.79%
f � 80 31.60 27.34 13.49% 47.44 40.16 15.35%
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rapidly decreasing modulation amplifies the impact of intensity
diffusion when the fringe frequency reaches 64, and then the
reduction rate of RMSEs rises as the fringe frequency increases
from 64 to 80. As a result, with the assistance of the IDCA,
increasing the fringe frequency is still an effective approach
for improving the 3D measurement accuracy.

C. IDCA’s Performance on the Accuracy
Improvement
Increasing the illumination intensity and increasing the fringe
frequency are two necessary procedures for improving the 3D
measurement accuracy [30,32]. However, Eqs. (8) and (11)
demonstrate that the increase in illumination intensity increases
the proportion of the diffused intensity in the fringe images,
suppressing the improvement in the 3D measurement accuracy.
Equation (12) indicates that the increase in the fringe frequency
directly reduces the SNR of the fringe images, which also sup-
presses the accuracy improvement. To verify the feasibility of
the IDCA from the two perspectives, the variations in RMSEs
with the increase of the illumination intensity and fringe fre-
quency are shown in Fig. 9.

Figure 9(a) plots the reciprocal of the RMSE (i.e., 1/RMSE)
obtained when the illumination intensity increases from I
(24% of the maximum illumination intensity). In the
reconstruction in Fig. 9(a), the phase retrieval method uses
three sinusoidal fringe patterns (fringe frequency � 56) with
a phase shift of 2π∕3. The phase unwrapping method uses
two sets of sinusoidal fringe patterns; the first set includes
three fringe patterns (fringe frequency � 1) with a phase shift
of 2π∕3, and the second set includes three fringe patterns
(fringe frequency � 16) with a phase shift of 2π∕3. The
RMSEs in Fig. 9(a) decrease with the increasing illumination
intensity, which indicates that increasing the illumination in-
tensity can continuously improve the 3D measurement accu-
racy before image saturation occurs. The gradient of 1/RMSE
in Fig. 9(b) continuously decreases, which means that the
accuracy improvement decreases. As analyzed by Eq. (9), the
diffused intensity increases with increasing illumination inten-
sity, thereby hampering the accuracy improvement. After re-
moving the diffused intensity by the IDCA, the gradient of

1/RMSE increases, indicating that the accuracy improvement
is enhanced.

Figure 9(c) plots 1/RMSE obtained when the fringe fre-
quency increases. As mentioned in Section 1 the accuracy im-
proves because the increase in the fringe frequency expands the
phase coding range. However, Eq. (12) indicates that the in-
crease in the fringe frequency also reduces the SNR of the fringe
images. Moreover, the projector defocusing causes a significant
attenuation of the modulation. As shown in Fig. 9(c), when
the fringe frequency reaches a certain value, the RMSE starts
to increase. Therefore, improving the SNR of the fringe images
is essential for high-frequency fringe images. After removing the
diffused intensity by IDCA, the critical point between the de-
crease and increase in RMSE is delayed, increasing the upper
limit of fringe frequency by 18.2% and 20% for measuring the
plane and sphere, respectively.

D. Measuring the Scenes with High Contrast and
High Reflectivity
The high contrast in the scene can enlarge the impact of inten-
sity diffusion on reducing the SNR of the fringe image. The
waveforms plotted in Fig. 10 show the fringes in the boundary
areas between the black and white regions. The intensity values
of the white regions are much higher than those of the black
regions, enlarging the proportion of diffused intensity in the
intensity of the black region. Therefore, the SNR of the black
region is heavily reduced, thereby resulting in serious phase
errors. To depict the errors induced by the high contrast, the
zebra and panda models are taken as the experimental objects.

Figure 11 displays the unwrapped phase maps of the two
models obtained by the combination of PSA and MFU [28],
which uses three sets of sinusoidal fringe patterns with a phase
shift of 2π∕3. The first set includes three fringe patterns with

Fig. 9. 3D measurement accuracy for the plane and sphere with dif-
ferent illumination intensities and fringe frequencies. (a) Reciprocals
of RMSE with the increasing illumination intensity. (b) Gradient of
1/RMSE with the increasing illumination intensity. (c) Reciprocal of
RMSE with the increasing fringe frequency. (d) Gradient of 1/RMSE
with the increasing fringe frequency.

Fig. 10. Fringe images in the scenes with high contrast.

Fig. 11. Unwrapped phase maps of the panda and zebra models.
(a)–(d) Unwrapped phase maps of the panda model in the four cases.
(e)–(h) Unwrapped phase maps of the zebra model in the four cases.

Research Article Vol. 10, No. 5 / May 2022 / Photonics Research 1219



a fringe frequency of 56, the second set includes three fringe
patterns with a fringe frequency of 1, and the third set includes
three fringe patterns with a fringe frequency of 16. In the case
of IDCA�−, −�, as shown in Figs. 11(a) and 11(e), there are seri-
ous phase errors in the areas with the high contrast and the
background surrounding models. As shown in Figs. 11(b)
and 11(f ), the phase errors in the areas with the high contrast
are significantly reduced after the IDCA is applied to the
phase retrieval procedure. Figures 11(c) and 11(g) show the re-
sults when IDCA is merely applied to the phase unwrapping
method, and the phase errors are still apparent. Therefore, the
phase errors induced by the intensity diffusion mainly occur
in the phase retrieval procedure. The phase errors in the case
of IDCA��,�� are significantly reduced as illustrated in
Figs. 11(d) and 11(h). In addition, the remaining phase errors
in the background can be removed by a threshold segmentation
operation [64]. However, as shown in Fig. 10, the segmenta-
tion operation indiscriminately removes both the black regions
on the model and the background in the actual scene.
Therefore, improving the SNR of the background is the pri-
mary goal for measuring the scenes with high contrast.

The high reflectivity in the scene can also enlarge the impact
of intensity diffusion. The waveforms plotted in Fig. 12(b)
show the cross sections of the fringes in the high-reflectivity
regions. The intensity values of high-reflectivity regions are
close to the upper limit of intensity, which could result in
errors in the 3D reconstruction results. Moreover, the intensity
diffused from the crest of fringes greatly impacts the trough
of fringes, which heavily reduces the SNRs of the trough of
fringes. To show the improvement in 3D reconstruction accu-
racy by IDCA in the high-reflectivity scene, the steel plate is
taken as the experimental object.

Figure 12 displays the 3D reconstruction results of the steel
plate, which are also obtained by the combination of three-step
PSA and MFU [28]. The fringe frequencies of the three sets of
sinusoidal fringe patterns used are 1, 16, and 56. The degree

of deviation between the reconstructed plate and the least-
squares fitting plate is also expressed by the colormap. As shown
in Figs. 12(d)–12(g), the deviation decreases with the applica-
tion of IDCA, which indicates that the 3D measurement ac-
curacy is improved. As discussed above, the intensity diffused
from the crest of fringes greatly reduces the SNRs of the trough
of fringes, which cause a ripple on the high-reflectivity region
on the reconstructed surface as shown in Fig. 12(d). Similar to
the decrease in deviation, the ripple is also removed with the
application of IDCA.

E. Limitation of the Proposed Method
The main limitations of the proposed method are discussed as
follows.

(1) To establish IDM, additional procedures are required
before the actual measurement, including shielding the inter-
fering light sources and taking a standard plane as the projec-
tion object.

(2) An iteration procedure is required in IDCA, decreasing
the efficiency of the 3D measurements. Experimentally, the
number of iterations and the corresponding RMSEs are listed
in Table 3, which indicates that three iterations are enough for
obtaining the optimal accuracy.

5. CONCLUSION

In this paper, we reveal a factor that causes fringe distortions in
FPP: intensity diffusion. The factor has been neglected in the
existing research on fringe distortion correction. The analysis of
intensity diffusion indicates that the diffused intensity nonun-
iformly increases the intensity of the fringe images and reduces
the SNRs of the fringe images. Moreover, the intensity diffu-
sion suppresses the effectiveness of increasing illumination in-
tensity and fringe frequency, which hampers the accuracy
improvement. To improve the quality of the fringe images,
the IDM is established to quantify the intensity diffusion in
the fringe images. Then, the IDCA is presented to eliminate
the diffused intensity. By utilizing the proposed method, the
fringe distortion caused by intensity diffusion is effectively cor-
rected. Theoretically and experimentally, the intensity diffusion
is a significant cause of fringe distortions, which should not be
neglected in the research about FPP. With the proposed meth-
ods, the quality of the fringe images can be improved, and the
advantage of FPP in reconstructing high-precision 3D shape
profilometry is consolidated.

Fig. 12. 3D reconstruction results of the steel plate. (a) Normal
image of the steel plate. (b) Cross sections of the fringes in the high-
reflectivity areas. (c) Image of the steel plate with fringes. (d) 3D
reconstruction result in the case of IDCA�−, −�. (e) 3D reconstruction
result in the case of IDCA�−,��. (f ) 3D reconstruction result in the
case of IDCA��, −�. (g) 3D reconstruction result in the case of
IDCA��,��.

Table 3. Number of Iterations in the IDCA and the
Corresponding RMSEs

Number of Iterations

RMSE (μm)

PSA � PCU PSA �MFU

0 35.87 34.14
1 35.39 33.82
2 35.10 33.67
3 34.93 33.48
4 34.83 33.55
5 34.84 33.52
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