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This paper presents quantitative measurements facilitated with a new optical system that implements a single-shot
three-input phase retrieval algorithm. The new system allows simultaneous acquisition of three distinct input
patterns, thus eliminating the requirement for mechanical movement and reducing any registration errors
and microphonics. We demonstrate the application of the system for measurement and separation of two distinct
attenuation measurements of surface waves, namely, absorption and coupling loss. This is achieved by retrieving
the phase in the back focal plane and performing a series of virtual optics computations. This overcomes the need
to use a complicated series of hardware manipulations with a spatial light modulator. This gives a far more ac-
curate and faster measurement with a simpler optical system. We also demonstrate that phase measurements allow
us to implement different measurement methods to acquire the excitation angle for surface plasmons. Depending
on the noise statistics different methods have superior performance, so the best method under particular con-
ditions can be selected. Since the measurements are only weakly correlated, they may also be combined for im-
proved noise performance. The results presented here offer a template for a wider class of measurements in the
back focal plane including ellipsometry. © 2022 Chinese Laser Press

https://doi.org/10.1364/PRJ.445189

1. INTRODUCTION

The use of phase retrieval has proved to be exceptionally im-
portant for imaging applications opening up possibilities such
as ultrawide field of view [1,2], lensless imaging [3], and 3D
imaging [4] to name just a few examples. Another great poten-
tial advantage of phase retrieval lies in the field of measurement.
This subject has been addressed in far less depth than imaging
although some potential applications are considered in Ref. [5].
Our group has been interested in the potential of making mea-
surements in the back focal plane (BFP) of a high numerical
aperture (NA) objective to extract quantitative information
of plasmon propagation with applications in highly localized
sensing [6,7]. In these papers, a spatial light modulator
(SLM) was used to control the phase distribution on the sam-
ple. In the present paper, we show that by using phase retrieval
this situation can be changed dramatically. By extracting the
amplitude and phase of the BFP all the manipulations that
were, up to now, performed with an SLM can be replaced
by digital processing, which is both considerably less expensive
and also fundamentally more accurate as once the phase
retrieval is complete all the operations performed previously

in hardware can be entirely replaced with numerical computa-
tion. Although the phase of the BFP may be recovered with
interferometry [8,9] phase retrieval methods required less
elaborate instrumentation; moreover, the phase retrieval process
is an inherently common path so the signal degradation to envi-
ronmental fluctuations and microphonics is far more benign. In
a recent paper, we showed how the propagation path of a rich
array of surface waves could be visualized by recovering the am-
plitude and phase in the BFP, filtering and propagating from
the Fourier plane to an imaging plane [10]. In the present pa-
per, we further advance the application of virtual optics to de-
scribe some new quantitative measurements from the BFP. In
particular, we demonstrate measurements of the real and imagi-
nary parts of the wave vector. Specifically, we showed previously
that by performing various hardware manipulations with an
SLM it was possible to separate two fundamental mechanisms
of attenuation, namely, absorption loss and coupling loss [11].
Separating these signals provides considerable physical insight
into the nature of the surface wave propagation as well as the
quality and thickness of the metallic supporting layer. In the
present paper, we improve on these results using computational
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optics, which both simplifies the measurement and improves
the reliability. A complementary theme of the present paper
is to show that phase retrieval offers different possibilities for
measurement of the real part of the surface wave k-vector,
and it is often the case that one measurement procedure is
not universally superior, so the virtual optics approach allows
different measurement protocols to be used on the same data.
One is then able to select the most precise method for the par-
ticular dataset. There is an additional advantage of being able to
invoke multiple measurements. It may be shown by simulation
and experiment that the noise from two different measure-
ments often shows a low degree of correlation, in some cases
even negative correlation, which provides additional opportu-
nities for noise reduction.

2. PHASE RETRIEVAL ALGORITHM,
MEASUREMENT SYSTEM, AND BFP
RECONSTRUCTIONS

A. Phase Retrieval Algorithm and Measurement
System
In Ref. [10], we adapted the phase retrieval algorithm of Allen
and Oxley [12] to perform the phase reconstruction. This al-
gorithm uses a few, typically three, defocus positions to recon-
struct the phase using an iterative reconstruction algorithm. In
the Allen and Oxley’s paper no support constraint was explicitly
used. We found, however, that even a loose support constraint
for the domain of the reconstructed signal ensured much more
reliable and rapid convergence. The details of the algorithm and
the stopping criterion are discussed in Appendix A. Since the
task is to reconstruct the amplitude and phase of the BFP dis-
tribution, the support is well known being determined by the
maximum spatial frequency in the Fourier plane, which is, of

course, determined by the NA of the objective lens. In Ref. [10]
this algorithm was used with a single camera and the different
defocuses were applied by moving the camera. Although this
worked well, moving the camera increased the measurement
time. Moreover, there was always a possibility of introducing
registration errors between measurements. For this reason,
the measurement system has been upgraded to a three-camera
real-time data capture system, as shown in Fig. 1. The sample
(SPR Kretschmann structure) is illuminated by linearly polar-
ized He–Ne laser with λ � 633 nm; light reflected from the
sample is collected by the objective lens (Nikon, CFI
Apochromat TIRF, oil immersion, 100×, NA � 1.49). A
polarizer is placed in the detection arm to select the co- or
cross-polar components (Ex and Ey). Three detection arms
were built to capture three transform images; these are placed
close to the Fourier plane of the BFP with different defocus
distances to capture the diversity required for the phase retrieval
algorithm. To this end three cameras (Thorlabs, CS2100M,1
960 × 1080, 16 bits) were placed at three different negative de-
focus positions on their corresponding detection arms. Each
camera provides one image for the reconstruction algorithm
which is shown in Appendix A. To equalize the power to each
camera BS2 is a 33:67 beam splitter [Thorlabs, BP133, 33:67
(R:T) split ratio at 635 nm], so one third of the power is
directed to Camera 1 and the remaining power is split evenly
by BS3 to Camera 2 and Camera 3. Although this ensures that
the power to each camera is nearly equal, we added an addi-
tional assurance by normalizing the total power detected in
Camera 2 and Camera 3 to the power in Camera 1.
Another advantage of using the cameras displaced from the fo-
cal position is that the dynamic range of the returning signal is
greatly reduced so the effects of camera quantization are miti-
gated significantly. Nevertheless, it is important to ensure that

Fig. 1. Schematic of the system used to recover the complex field of the BFP, showing three cameras are placed at three corresponding detection
arms with various negative defocus positions. One additional arm (the yellow dashed circle plane) was inserted for direct observation of the intensity
in the back focal plane. This was not used in any of the reconstructions and simply used for comparison.
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the camera quantization has no material effects on the measure-
ment process. For this reason we implemented an automated
high dynamic range stitching procedure described in detail in
Appendix B. This operation was integrated into the data acquis-
ition process.

The issue of matching the power into multiple planes by
cascaded beam splitters is discussed [13]; however, the input
data used in our algorithm is close to the Fourier plane of
the reconstructed plane (the BFP). Provided sufficiently differ-
ent defocus distances are used these planes are relatively uncor-
related providing the diversity needed for reliable
reconstruction [10], so that the elaborate splitting approach dis-
cussed in Ref. [13] is not required.

It is useful to consider the advantages of the three-camera
system compared to alternatives. The main advantage of the
present system over the system using a single camera as de-
scribed in Ref. [10] is the far more rapid data acquisition time.
With the single-camera system, even when the camera was
mounted on a motorized stage the image acquisition took ap-
proximately 2 s. In the present three-camera system all the data
can be acquired in 42 ms, even with the high dynamic range
stitching discussed in Appendix B. This clearly has advantages
in monitoring dynamic samples whose properties change with
time and also reduces problems with environmental fluctua-
tions. Furthermore, the use of three cameras eliminates the pos-
sible problem with registration error of the camera position and
reduces the effects of microphonics since all the measurements
are taken in parallel rather than serially.

An alternative approach is to use an SLM as the probe. This
was used in slightly different context in Ref. [14]. The use of an
SLM can remove registration errors and can deliver relatively
rapid data acquisition compared to mechanical movement of
a camera. The main aim of the present system, however, is for
quantitative measurements as discussed in subsequent sections
of this paper, and the non-idealities of SLM discourage their use

for reliable quantitative measurements. Such deviations from
ideality include non-linear phase response, fill factor below
100%, and phase jitter in some commercial SLMs. While these
problems are not necessarily insuperable, they introduce unnec-
essary and avoidable uncertainties into the measurement
process.

B. BFP Reconstructions
It is well known that the BFP of a uniform sample maps the
reflectivity of the sample with respect to radial position which is
proportional to the sine of the incident angle. For linearly po-
larized light incident on the BFP along one direction (say hori-
zontal) the signal is purely p-polarized (TM), whereas
orthogonal to this direction (say vertical) the signal corresponds
to pure s polarization (TE). Along other directions the signal
results from interference between these components.
Separating and extracting these components is necessary to re-
duce the noise in the measurement. This is discussed in
Appendix C.

We carried out two groups of measurements on gold and
silver layers, respectively. Five different thicknesses of gold layer
were fabricated—35 nm, 41 nm, 47 nm, 53 nm, and 58 nm,
respectively—and five different thicknesses of silver layer were
also fabricated at 40 nm, 47 nm, 53 nm, 60 nm, and 66 nm. In
addition, an 8 nm thick layer of Al2O3 was deposited to avoid
the oxidation of silver. These sensors were fabricated using a
sputtering machine (Kurt J Lesker, Nano36). A surface profiler
was used to calibrate the sputtering machine by measuring the
film thickness obtained at a known deposition time. The form
of the phase of the reflection coefficient is strongly dependent
on the thickness of the metal layer as this strongly controls the
loss due to coupling [15]. Tables 1 and 2 show the retrieved
phase, retrieved amplitude, and directly measured amplitude of
BFPs for gold and silver sensors, respectively. The amplitude is
measured by inserting a camera at a plane conjugate to the yel-
low circle in Fig. 1 for observation and comparison.

Table 1. Retrieved Phase, Retrieved Amplitude, andMeasured Amplitude of BFPs for Five Different Thicknesses of Gold
Layers
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Figure 2 shows the line traces of the amplitude [Fig. 2(a)]
and phase [Fig. 2(b)] of p polarization after noise reduction on
gold samples of different thicknesses of 35 nm, 41 nm, 47 nm,
53 nm, and 58 nm, respectively. In Table 1, we can see that
apart from the pure p-polarization information, there is also a
great deal of information at other azimuthal angles, although
along directions other than the horizontal (p polarization)
and vertical (s polarization) the two polarization states interfere.
We therefore apply a least square algorithm to utilize the
available data effectively; this method is described in
Appendix C. The same process is used to obtain the line trace
of s-polarization information.

Table 2 shows the retrieved phase, retrieved amplitude, and
measured amplitude of BFPs of silver layers of different thick-
nesses of 40 nm, 47 nm, 53 nm, 60 nm, and 66 nm, respec-
tively. Figure 3 shows the line traces of the amplitude [Fig. 3(a)]
and phase [Fig. 3(b)] of p polarization after noise reduced on
silver samples of different thicknesses of 40 nm, 47 nm, 53 nm,
60 nm, and 66 nm, respectively. By comparing the gold sensor
data and silver sensor data, it can be seen that, as expected, the

silver layer sensor gives narrower dips and sharper phase tran-
sition compared to gold sensors.

3. APPLICATIONS OF THE BFP COMPLEX
FIELD

A. Separating the Absorption and Coupling
Attenuation Mechanisms
With the reconstructed complex BFP field distributions, we
then can separate attenuation due to different mechanisms.
When a surface plasmon (SP) is excited, there are two principal
loss mechanisms: one is due to the absorption loss and the other
arises from coupling loss. Reciprocity indicates that if a wave
can be coupled from an external propagating mode it will also
leak energy as it propagates. Clearly, surface wave energy lost to
absorption is converted to heat, whereas leakage energy is con-
verted to propagating light. Crucial to understanding the mea-
surement of attenuation in a microscope system is to
understand that in the confocal system the detected light ap-
pears to come from the focus so that, for sufficient defocus, the
propagation distance 2x is related to the defocus by
x � z tan θp (see Fig. 4), where z is the defocus and θp is

Table 2. Retrieved Phase, Retrieved Amplitude, andMeasured Amplitude of BFPs for Five Different Thicknesses of Silver
Layers

Fig. 2. (a) Measured amplitude comparison between various thick-
nesses of the gold layer along p polarization; (b) retrieved phase tran-
sition comparison between different thicknesses of the gold layer along
p polarization. The thick layers show the characteristic phase inversion.

Fig. 3. (a) Measured amplitude comparison between various thick-
nesses of the silver layer along p polarization; (b) recovered phase tran-
sition comparison between different thicknesses of the silver layer
along p polarization.
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the angle at which surface plasmons are excited. In a confocal
microscope the pinhole will block out light that does not appear
to come from the focus, so the confocal system precisely defines
the path of the surface waves. This allows the attenuation to be
measured. In the microscope system it is straightforward to
measure the total attenuation. We only need to examine the
decay of the wave as a function of defocus [16]. It is far more
challenging to separate the two attenuation mechanisms, and
this was addressed in Ref. [11] using an SLM to produce an
“artificial” surface wave whose known properties could be used
to calibrate the instrument. Let us consider a change in the SP
signal modulus with defocus (which as mentioned above can be
readily related to the signal change as it propagates along the
sample). This can be represented by

jSP�z�j � 2k 0 0czγe−�k
0 0
cz�k 0 0

Ωz�z , (1)

where γ is a parameter that describes the instrument; this de-
pends on the pupil function of the microscope, the effective
pinhole size of the microscope, and the sensitivity of the detec-
tors. Essentially, this parameter bundles up all the instrumental
parameters, k 0 0cz and k 0 0Ωz are the coupling attenuation and ab-
sorption attenuation along the z direction, respectively. Taking
natural logs of Eq. (1), we have

ln jSP�z�j � ln 2k 0 0cz � ln γ − �k 0 0cz � k 0 0Ωz�z: (2)

Therefore, the gradient gives the total attenuation, and the
intercept gives the coupling attenuation once the instrumental
parameter γ is available. Separating the two attenuations thus
requires the determination of γ.

The procedures to separate the coupling attenuation and
ohmic attenuation are listed as follows.

(1) Recover the complex BFP with three-input phase
retrieval algorithm (Tables 1 and 2).

(2) Use the least square method to get noise reduction for
pure p-polarization (rp) information and pure s-polarization
(rs) information (see Appendix C).

(3) Apply a tapered window on the rp to filter the region of
the reflection coefficient within a few degrees around the plas-
mon angle and remove the normal incidence angle contribu-
tion. Here we use a tapered window (in Fig. 5) rather than
an on–off window to avoid the diffraction ripples appearing
on the transform images due to the sharp transition. This is
unlike the previous work that used an arc or a ring on the
BFP to select the mode information. The presence of the com-
plex information gives a much cleaner separation of the two

reflection coefficients allowing a complete isolation of rp,
and thus avoids the interference from the positions that have
both p- and s-polarization information.

(4) From the complex BFP distribution one can calculate
the complex output signal that one would expect if we per-
formed a real experiment where the sample was physically de-
focused. The complex output V �z� is given by

V �z� �
Z

θmax

0

P�θ�rp�θ�e−2ik cos θz sin θ dθ, (3)

where θ represents the incident angles emerging from the ob-
jective lens, k is the wave vector of the light emerging from the
objective given by the 2n0π∕λ, where n0 is the refractive index
of the oil of the immersion lens and λ is the wavelength in free
space (633 nm). These contributions are integrated between
normal incidence and the maximum angle of the objective de-
termined by the objective, θmax. P�θ� is the pupil function of
the objective lens. In this case filtering the recovered BFP with a
suitable function allows one to apply a virtual pupil in software.

By choosing P�θ� to only be non-zero over a range of a few
degrees around the plasmon angle, θp, as shown schematically
in Figs. 5(c) and 5(d), it may be shown by simulation or sta-
tionary phase arguments [11] that after approximately 3 μm
negative defocus (moving the sample toward the objective) that
the magnitude of V �z� closely follows, albeit with some devia-
tions, the ideal form of jSP�z�j occurs. The curve of jV �z�j
should be straight on the log scale; following Eqs. (1) and
(2), the total attenuation can thus be determined from the gra-
dient. Figures 6(a) and 6(c) show the jV �z�j curves of the gold
and silver layers with various thicknesses. An offset of 0.2 has
been applied in Figs. 6(a) and 6(c) for clearer illustration.
Figures 6(b) and 6(d) show the same data on the log scale.
The curves in Figs. 6(b) and 6(d) show that on the log scale
the curves are approximately linear beyond 3 μm negative de-
focus. The deviations from linearity arise primarily from the
branch point near the critical angle in rp�θ�. Nevertheless,
measuring the gradient between −3 μm and −15 μm gives

Fig. 4. Reradiated leakage propagating light from the surface
plasmon.

Fig. 5. (a) Retrieved BFP amplitude distribution for 41 nm thick
gold sample; (b) retrieved BFP phase distribution for 41 nm thick gold
sample; (c) blue line is the amplitude line trace of p polarization after
noise reduction, and black dashed line is the pupil function applied;
(d) blue line is the phase line trace of p polarization after noise reduc-
tion, and black dashed line is the pupil function applied.

Research Article Vol. 10, No. 2 / February 2022 / Photonics Research 495



consistent measurements that allow the total attenuation of dif-
ferent sensors to be obtained. An offset of 1 has been applied in
Fig. 6(b) and an offset of 0.5 has been applied in Fig. 6(d) for
clearer illustration at z � −15 μm. It may be readily seen that
the quality of the measurements obtained in the present work is
much better than that obtained previously with hardware
manipulation.

(5) The next stage is to calculate the instrumental param-
eter, γ. We now use the s-polarized reflection coefficient, rs.
This is multiplied by a series of different phase profiles at
the angle that corresponds to the same surface plasmon filter
as used for rp. The reason to do this is that different phase gra-
dients correspond to different values of attenuation, as shown
in Figs. 2(b) and 3(b). We are therefore converting rs to a re-
flection coefficient that generates a virtual or “artificial” surface
wave with known properties. Since rs is generated with the
same objective it will carry similar instrumental parameters
to those affecting rp. Furthermore, since there is no dip in
the amplitude of rs these gradients will correspond to coupling
attenuation alone. We can therefore remove the ohmic loss
from Eq. (4):

ln jASP�z�j � ln�2k 0 0cz,ASP� � ln�γ� − �k 0 0cz,ASP�z, (4)

where ASP is the “artificial” surface wave formed by applying a
phase gradient to the recovered s-polarized reflection. Since the
gradient of our “artificial” surface wave gives the coupling loss,
we know the contribution of this loss to the intercept, so the
remainder is the instrumental parameter, γ. This can be re-
peated with different phase profiles applied to rs to get an aver-
aged value of the instrumental parameter.

(6) A measure of the intercept with known γ then allows us
to obtain k 0 0cz for each thickness. From these values of k 0 0cz we can

easily obtain k 0 0Ωz , since the sum of these parameters is known
from the measurement of total attenuation obtained from the
gradient. The attenuation parameters obtained directly from
the gradient give the attenuation for a change in defocus, z.
This is converted to an attenuation with respect to propagation
distance along the surface by noting that x � z tan θp.

The attenuation of the surface waves per micrometer propa-
gation distance along the surface is presented in Fig. 7. The
blue line is the recovered total attenuation for different metal
thicknesses. The red and yellow lines are the coupling loss co-
efficient and ohmic loss coefficient, respectively. The result
agrees with the predicted trends. First, the coupling loss de-
creases as the thickness of the film increases. Second, the ohmic
loss is relatively insensitive to the variation of the thickness. For
film thicknesses greater than the penetration depth of SP in the
metal (about 30 nm in gold and 26 nm in silver) the absorption
loss is almost constant with layer thickness. The results ob-
tained for the absorption loss in the present experiment show
far less variability than those obtained by hardware manipula-
tion [11] reinforcing our expectation of the superior robustness
and accuracy of the present virtual optics-based measurement.
Third, for gold samples, the thickness value where the two at-
tenuation mechanisms intersect is at approximately 46 nm, cor-
responding to the position where the reflection coefficient
approaches zero. For silver samples, the two curves intersect
at around 57 nm thickness where the loss due to absorption
and coupling loss are equal. The intercept is consistent with
the position of the phase inversion of Figs. 2 and 3 where
the ohmic loss exceeds the coupling loss. This shows how com-
putational postprocessing of the complex BFP may be used to
recover new information; moreover, we reiterate that the noise
on the attenuation measurements is considerably smaller than
obtained using hardware manipulation of the wavefronts with
the SLM.

B. Measurement of the Real Part of the Surface
Wave k-Vector
Measurement of the real part of the SP k-vector, or the angle at
which SPs are excited, is one of the fundamental measurement
tasks applied in the sensing of binding and refractive index
changes. The advantage, of course, of measurement with an
objective lens as opposed to a prism coupler is that the objective

Fig. 6. (a) Normalized experimental V �z� attenuation measure-
ments for 35 nm (yellow curve), 41 nm (red curve), 47 nm (blue
curve), 53 nm (purple curve), 58 nm (green curve) thick gold samples;
(b) natural log scale of the V �z� curves in (a); (c) normalized exper-
imental V �z� attenuation measurements for 40 nm (yellow curve),
47 nm (red curve), 53 nm (blue curve), 60 nm (purple curve),
66 nm (green curve) thick silver samples; (d) natural log scale of
the V �z� curves in (c).

Fig. 7. (a) Attenuation coefficients due to coupling loss and ohmic
loss with varying gold thickness; (b) attenuation coefficients due to
coupling loss and ohmic loss with varying silver thickness, obtained
computationally as opposed to manipulation of the spatial light
modulator.
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lens examines the sample over much finer spatial location pro-
viding sensing operations on a microscopic scale.

A direct intensity measurement of the BFP can provide a
measure of the k-vector by measuring the position of the in-
tensity dips and relating this to the sine of the incident angle
for SP excitation. Appendix C shows that different algorithms
should be used for separation of the TM and TE components
of the reflection coefficient when phase measurement is avail-
able compared to the case where only the intensity is measured.
The use of the phase signal results in better conditioned
reconstruction. Even allowing for the fact that in one case
the amplitude of the reflection coefficient is reconstructed
and in the other the intensity reflection coefficient is obtained,
the overall noise in measuring the dip position is considerably
better when the phase measurement is available.

The presence of the BFP phase information also allows vir-
tual optics reconstruction of the k-vector. In the previous sec-
tion we showed that with an appropriate pupil function, P�θ�,
that allows transmission of a wave around the angle for SP ex-
citation and an appropriate defocus the attenuation could be
evaluated from the modulus of the V �z� where the curve fol-
lows the ideal form of Eq. (1). Similarly, if we include the phase
variation of the same function, we have

SP�z� � 2k 0 0czγe−�k
0 0
cz�k 0 0

Ωz�ze�i
4πn
λ cos θpz�: (5)

Since the phase of the BFP is available the phase of V �z� is
readily calculated, which can be equated to SP�z� in the neg-
ative defocus region away from the focus. Measuring the phase
gradient over a suitable range of z allows the value of θp to be
evaluated and hence the SP wave vector (2nπλ sin θp). It is worth
pointing out that the fit to a straight line corresponding to the
phase is better than the one used for the attenuation. This is
largely because the numerical value of the real part of the

k-vector is larger than the imaginary part so deviations from
linearity are less noticeable.

We therefore have two separate measures of the SP wave
vector. The interesting thing is that the noise associated with
the values recovered with the two methods is only weakly cor-
related so the two measures can be combined to improve the
overall SNR. The correlation coefficient between these two
measurements is only 0.0736. In the present case, the measure-
ment of the V �z� obtained from the complex BFP was much
better than the dip measurement, so the benefit of combining
the measurements was relatively small. These results are pre-
sented in Fig. 8. Simulated results which show different noise
cases are discussed in Appendix D.

4. CONCLUSION

In this paper we have shown how non-interferometric phase
retrieval can be used to perform quantitative measurements
in the BFP. The measurements of attenuation and the
differences between the gold and silver samples agree well with
theory. Phase measurement also has a major advantage for mea-
surement of the SP excitation angle, θp, as it allows different
measurement protocols to be applied to the same data. This
allows the better measurement for the particular dataset to
be selected. Moreover, the relatively small correlation between
different methods allows them to be combined statistically to
reduce the noise.

We believe these measures of the phase of the BFP offer new
capabilities in objective-based measurements, simplifying the
hardware while improving the measurement performance.
Further developments will allow the inclusion of reference re-
gions to further enhance measurement precision. Finally,
although the present measurements have concentrated on sur-
face wave and SP measurement, the approach described may
also be applied to other fields of metrology such as ellipsometry.

APPENDIX A: RECONSTRUCTION ALGORITHM

The process of phase reconstruction algorithm is shown
in Fig. 9.

Input data: acquire images at three defocus planes and a
rough estimate of the window function W �kr�.

Computational operations on input data are as follows.

(1) Initial estimate of the phase and amplitude of the object,
Oi,j�kr ,ϕ�, can be random or uniform. In our experiments, a
uniform initialization converges approximately 15% more
quickly. This is because the reconstructed BFP is approximately
constant apart from the regions where surface waves are excited.
For other objects an initial random distribution may be better.
It should be emphasized that reliable convergence was achieved
with either starting condition. The subscript i is the ith trans-
form image corresponding to the ith defocus position, and j
represents the jth iteration.

(2) The exit-wave ψ i,j�kr ,ϕ� is the product of object
Oi,j�kr ,ϕ�, the defocused wavefront Pi�kr�, and the illumina-
tion window W �kr�.

(3) Fourier transform ψ i,j�kr ,ϕ�, Ψi,j�u� � F �ψ i,j�kr ,ϕ��.
(4) Replace the modulus of the resulting computed inverse

Fourier transform with the measured diffraction amplitude
(jΨmeasured�u�j), Ψ 0

i,j�u� � jΨi,measured�u�j∠ Ψi,j�u�.

Fig. 8. (a) Dip positions calculated by amplitude; (b) dip positions
calculated by V �z�; (c) dip positions calculated by combining V �z�
and amplitude.
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(5) Inverse Fourier transform Ψ 0
i,j�u�, ψ 0

i,j�kr ,ϕ� �
F −1�Ψ 0

i,j�u��.
(6) Update function: Oi�1,j�kr ,ϕ� � Oi,j�kr ,ϕ��

Pi�kr�⋅�ψ 0
i,j�kr ,ϕ� − ψ i,j�kr ,ϕ��.

(7) EXIT when the appropriate criterion is reached.

(i) For simulations this is determined by the sum of squares
error (SSE) value. If the target SSE is reached, EXIT. The SSE
is defined as

SSE � 10log10

�P �jOj�kr ,ϕ�j − jO�kr ,ϕ�j�2P �jO�kr ,ϕ�j�2
�
, (A1)

where jO�kr ,ϕ�j is the measured amplitude of the target, which
can be as a reference to evaluate the accuracy of the retrieved
field.

P
means the summation of points in target plane.

(ii) For experimental implementation where the SSE is not
available, the algorithm is stopped when the intensity correc-
tion in stage (4) does not change. Specifically, this was when the
integrated intensity over the measured field changed by less
than 5 × 10−5 over the last five iterations.

(8) Return to (2).

APPENDIX B: IMAGE ACQUISITION AND
PRE-PROCESSING

The images acquired from the optical system are close to the
transform plane; therefore, the pattern will show a sharp peak at
the center when close to the focal plane, thus using the available
dynamic range of the camera, so that peak values are saturated
or small values are swamped by quantization. Using substantial
defocus corresponding to a few micrometers at the sample sur-
face greatly relieves this problem; however, to ensure that the
low signals are detected while avoiding saturation, multiple ex-
posures are used to increase the dynamic range. This process
was automated into the image acquisition process. The process
to create high dynamic range (HDR) image is described as fol-
lows. Each image is shown in Figs. 10(c)–10(e).

(1) The coordinates of the beam center are located by sum-
ming up the most strongly focused image in both dimensions.
The maximum indices are the coordinates of the beam center.

(2) A contour integral is calculated for each frame from the
beam center to the edge of the image in order to work out the
stitching position as in Eq. (B1), and the profiles are shown in
Fig. 10(a):

A�r� �
Z

2π

0

I�r, θ�dθ, (B1)

Fig. 9. Flow chart of three-input phase retrieval algorithm.
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where I�r, θ� is intensity 2D-interpolated from normalized
images, and A�r� is the accumulated intensity.

(3) Stitching position is worked out by matching the inten-
sity and slope of the intensity. A coefficient is calculated at the
stitching position to compensate for inaccuracy in exposure
time. Figure 10(b) shows the coefficient and stitching position
to produce the HDR image. Then the images could be stitched
together to get an HDR image.

Once the coefficients are calculated for each camera, the
process is integrated into the image acquisition sequence to
generate the HDR images in real time. The total acquisition
time including HDR image generation is less than 0.042 s.
Normally, because we are using the defocused plane, two im-
ages are sufficient to satisfy the dynamic range requirement.
Only extreme cases very close to the focus would require
three images. To better illustrate the process, below we used
three images to show one extreme case at the defocus of
−0.3 μm.

Figure 10 illustrates the process. We can see in Fig. 10(a)
that the blue curve representing the lowest exposure image re-
covers the peak well, but the low values do not show the signal
variation due to quantization. Since the exposure time for this
curve was shorter, the curve has been calibrated to allow for
this. The center values for raw images 1 and 2 are not used
as they are saturated, but they seamlessly stitched together,
so exposure 2 is used to represent the mid-values and exposure
1 the high values.

APPENDIX C: SEPARATION OF NOISE OF DATA
IN BACK FOCAL PLANE

Figure 11 shows the schematic of BFP for linear polarization.
Consider linearly polarized illumination aligned along the x
direction. The reflected field along the x direction is given by

Ex � rp�sin θ�cos2ϕ� rs�sin θ�sin2ϕ, (C1)

where θ is the incident angle. The radial in the BFP position
maps to sin θ, and the maximum value is determined by the
NA of the objective. Dropping the explicit reference to sin θ,
the intensity along the x direction, I x , is given by (omitting a
proportionality term)

I x � jrpj2 cos4ϕ� jrsj2 sin4ϕ� 1

2
jrpjjrsj cos β sin22ϕ,

(C2)

where β is the phase angle between rp and rs.
It can be seen from Fig. 11 that along ϕ � 0 the signal is

purely TM polarized and along ϕ � π
2 the signal is pure TE. At

other angles the signal is an average of the two; however, these
angles contain a great deal of information, so we try to get a
weighted average over ϕ to get an optimum signal-to-noise ra-
tio. This process also allows separation of rp and rs, which

Fig. 10. (a) Normalized intensity comparison between three raw images and the HDR image; (b) shows the coefficients and stitching positions to
produce the HDR image; (c) raw image 1 in log10 scale, this is a long exposure image that shows the low intensity values but saturates the center
values; (d) raw image 2 in log10 scale; (e) raw image 3 in log10 scale, this is a short exposure image that shows the high intensity center but loses the
low intensity regions away from the center; (f ) the final HDR image.

Fig. 11. Schematic of BFP for linear polarization.
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proves extremely useful as demonstrated in the main body of
the paper.

Consider the case where there is no phase information;
in this case, we need to work with intensity as given by
Eq. (C2).

To get the TM and TE signals, we use a least square ap-
proach analogous to that developed by Greivenkamp for phase
stepping interferometry [17]. We measure the intensity distri-
bution In along many azimuthal directions, ϕn. We wish to
find the values of jrpj2, jrsj2, and 1

2 jrpjjrsj cos β that minimizes
the squared difference between the measured data and fitted
data, in. We thus form a series of equations to minimize the
residuals by setting the partial derivatives with respect to the
fitting parameters to zero. Thus,

∂
P

n �In − in�2
∂jrpj2

� 0,
∂
P

n �In − in�2
∂jrsj2

� 0,

∂
P

n �In − in�2
∂jrpjjrsj

� 0: (C3)

From these relations standard manipulations lead to a matrix
equation:2
666664

P
n
cos8ϕn

P
n
cos4ϕn sin

4ϕn
P
n
cos4ϕn sin

22ϕn

P
n
cos4ϕn sin

4ϕn
P
n
sin8ϕn

P
n
sin4ϕn sin

22ϕn

P
n
cos4ϕn sin

22ϕn
P
n
sin4ϕn sin

22ϕn
P
n
sin42ϕn

3
777775

×

2
664

jrpj2
jrsj2

1
2 jrpjjrsj cos β

3
775 �

2
666664

P
n
In cos4ϕn

P
n
In sin4ϕn

P
n
In sin22ϕn

3
777775
: (C4)

We take many measurements distributed uniformly be-
tween − π

2 and
π
2 to form the RHS; this is multiplied by the in-

verse of the 3×3 matrix to recover the desired parameters. This
results in considerable noise reduction and separates the TM
and TE components. This procedure was used in Ref. [18]
for data recovery with intensity only BFP measurements.

If the phase of the signal is available, we do not need to work
with Eq. (C2) but can work with Eq. (C1) directly. We can
apply exactly the same procedure to the real and imaginary
parts of the recovered complex field. This leads to a matrix
equation for the real part of the reflection coefficients:

1

2

2
4

P
n
cos4ϕn

P
n
cos2ϕn sin

2ϕnP
n
cos2ϕn sin

2ϕn
P
n
sin4ϕn

3
5� r 0p

r 0s

�

�

2
64
P
n
E 0
xn cos

2ϕnP
n
E 0
xn sin

2ϕn

3
75, (C5)

where the single dash denotes the real part of the field. An iden-
tical equation is used for the imaginary part allowing the com-
plex value of rp and rs to be recovered. This processing was used
in our earlier work [10].

Both formulations allow separation of the TM and TE com-
ponents and permit noise averaging. The noise reduction is
more effective when the phase measurement is available because
the condition number of the 2×2 matrix in Eq. (C5) is 2 for
uniformly distributed values of ϕ, whereas the 3×3 matrix in
Eq. (C4) has a condition number just over 5. This means that
the SNR for the recovered reflection coefficients is better when
the phase is known.

APPENDIX D: RELATION BETWEEN NOISE
WITH DIFFERENT MEASUREMENT
METHODOLOGIES

The fact that we have recovered the phase of the BFP means
that we can use different methods to recover the angle for SP
excitation θp. The advantage of this is, of course, if one mea-
surement gives a better result, we can select that methodology.
Here, we will also examine situations where we may use both
measurements together to get a better result. We will illustrate
the ideas in simulation to explain the process and examine the
correlations between different methods.

To illustrate the effect of different noise statistics, we con-
sider the following simple model.

(1) We generate a noiseless BFP distribution.
(2) A complex random distribution is generated.
This is filtered with different cutoff frequencies to provide

different noise statistics.
The variance is set so that it is independent of the cutoff

frequency.
(3) The noise reduction algorithm Eq. (C5) in Appendix C

is used to produce an estimate of rp (and rs).
(4) The value of θp is estimated in two different ways.
The position of the minimum dip of rp is estimated by fit-

ting a quadratic around the dip minimum and differentiating
the fitted curve.

The complex value of rp is used to calculate SP�z�, the linear
region is fitted to a straight, and the calculated gradient is
equated to 4πn

λ cos θp, allowing θp to be recovered.
(5) These simulations are repeated 1000 times to get an

estimate of the variance of the recovered k-vector. We also
get an estimate of the correlation coefficient between the
measurements.

(6) If one measurement is superior by a large factor, we sim-
ply use this measurement. The particular measurement that
performs better depends on the statistics of the noise. When
the two methods give comparable noise variance, they are com-
bined taking account of the correlation coefficient between the
methods.

We consider three cases and cutoff frequencies of 125, 35,
and 12 noise cycles across the BFP. These illustrative examples
are shown in Figs. 12(a), 12(b), and 12(c), respectively.
Essentially, the only difference between the noise in each of
these examples is the cutoff frequency; the variance in each
case is the same. The trends are exactly the same over a wide
range of practical noise variances, and the specific case shown
illustrates the general trends. The key results are tabulated in
Table 3.
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We can see for the high-frequency noise the measurement of
the position of the dip gives a far better result compared to the
V �z�. For the intermediate-frequency noise both methods give
comparable noise, and for the low-frequency noise the V �z� is
clearly superior (this case seems to match our actual experimen-
tal results). For the first and last case we could just select the dip
position and the V �z�, respectively. For the intermediate case
we can combine the two measurements using the standard for-
mulation for the sum of correlated variances:

σ2T � a2σ21 � b2σ22 � 2abρ
ffiffiffiffiffiffiffiffiffi
σ1σ2

p
: (D1)

σ2T is the total variance; a is the fraction of signal 1; b is the
fraction of signal 2; σ21, σ

2
2 are the variances for signals 1 and 2,

respectively; and ρ is the correlation between them. To get the
correct mean signal it is necessary that a� b � 1.

Table 3 shows that for the high- and low-frequency signals
the effect of the signal with higher noise can be ignored. For the
intermediate case the fact that the noise from each method is
quite similar and that they are only weakly correlated means that
there is substantial improvement using both signals. The fact that
a combination of 44% of the dip signal and 56% of the V �z�
comprises the optimum overall signal indicates the importance of
both signals. It is also important to note that the very low cor-
relation between the signals means that they are almost indepen-
dent so can be used to efficiently improve the overall noise
performance.
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