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Microscopy with ultraviolet surface excitation (MUSE) is a promising slide-free imaging technique to improve the
time-consuming histopathology workflow. However, since the penetration depth of the excitation light is tissue
dependent, the image contrast could be significantly degraded when the depth of field of the imaging system is
shallower than the penetration depth. High-resolution cellular imaging normally comes with a shallow depth of
field, which also restricts the tolerance of surface roughness in biological specimens. Here we propose the in-
corporation of MUSE with speckle illumination (termed MUSES), which can achieve sharp imaging on thick
and rough specimens. Our experimental results demonstrate the potential of MUSES in providing histological
images with ∼1 μm spatial resolution and improved contrast, within 10 minutes for a field of view of
1.7 mm × 1.2 mm. With the extended depth of field feature, MUSES also relieves the constraint of tissue flatness.
Furthermore, with a color transformation assisted by deep learning, a virtually stained histological image can be
generated without manual tuning, improving the applicability of MUSES in clinical settings. © 2021 Chinese

Laser Press
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1. INTRODUCTION

Histopathological examination of formalin-fixed paraffin-
embedded (FFPE) section remains the gold standard in evalu-
ating neoplasms and other diseases. However, the current clini-
cal workflow often requires hours or even days to provide a
reliable diagnosis [1]. A series of time-consuming and laborious
tissue processing steps are necessary to prepare high-quality thin
tissue slices. Although frozen section is the current intraoper-
ative histology examination alternative (20–30 min), its freez-
ing artefacts resulting from sectioning frozen tissue, especially
in adipose tissue [2], are still highly unsatisfactory. This affects
the reliability of the frozen section. In conventional brightfield
microscopy, which has been widely adopted in histopathology
laboratories, thick tissue imaging remains a challenge since light
scattering from biomolecules at multiple depths significantly
degrades image contrast. Therefore, sectioning thick tissue
specimens into thin tissue slices physically is necessary.
However, getting thin tissue slices not only requires the use
of costly and specialized machines but also prolongs the assess-
ment, potentially delaying treatments for patients. Thus, there
is a great demand to develop a rapid, slide-free, and reliable
imaging technique for intraoperative histology.

Various techniques have been proposed to achieve rapid
diagnosis on unprocessed thick tissues. For instance, optical co-
herence tomography and confocal reflectance microscopy have
been demonstrated as the label-free imaging techniques for the
diagnosis of breast [3] and skin cancer [4], respectively. Yet,
their intrinsic scattering contrast is not suitable for probing
specific molecular targets.

Other fluorescent labeling imaging alternatives, for example,
confocal fluorescence microscopy [5] and multiphoton micros-
copy [6], have also been demonstrated in histopathology appli-
cations. However, their inherent point-scanning mechanism
requires a high-repetition-rate laser and complex scanning sys-
tem to achieve high imaging speed. Moreover, the associated
high cost of a high-peak-power laser for the generation of the
nonlinear effect further makes multiphoton microscopy less
favorable in clinical settings [7].

Microscopy with ultraviolet surface excitation (MUSE) [8]
has recently been demonstrated as a simple and cost-effective
surface imaging technique for biological tissues. MUSE utilizes
the short penetration depth of deep ultraviolet (UV) light and
the limited diffusion of fluorescent stains to confine the exci-
tation of fluorophores only on the tissue surface. Sharing the
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advantage of wide-field microscopy, MUSE only requires a UV
light-emitting diode (LED) as a light source to provide high
imaging speed, eliminating the need of any high-repetition-rate
laser as in point scanning approaches, which is highly desirable
for clinical applications. MUSE also has its strength in provid-
ing a broad color palette for studying specific structural
identities by utilizing both UV-excitable endogenous and exog-
enous fluorophores. However, one limiting factor of UV surface
imaging is the tissue-dependent property of UV penetration
depth, which defines the optical sectioning thickness. It has
been shown that the UV penetration depth is ∼100 μm in
breast [9] and ∼30 μm in skin [10] when illumination is nor-
mal to the sample plane. There are efforts in reducing the op-
tical sectioning thickness by oblique illumination and the use of
immersion medium, which can reduce the thickness by ∼50%
less on average [11].

In histopathology, although 2×–4× magnifications are some-
times sufficient for making a decision in surgical margin analy-
sis [12], 20×–40× magnifications [with a numerical aperture
�NA� > 0.4] are more widely used to observe the subcellular
features [13], including the morphology of cells, for accurate
medical diagnosis. In this situation, the limitation of MUSE
becomes obvious using a high-NA objective. Since the depth
of field (DOF) (<10 μm) is expected to be shorter than the
imaging thickness limited by the UV penetration depth, this
degrades the image contrast and poses a barrier to visualize sub-
cellular features in highly scattering organs. While adjusting a
proper concentration and executing under a precise staining
time for each type of tissue could help to address the problem,
the stringent conditions make it less robust to be generalized in
different organs. Furthermore, the inherited short DOF of a
high-NA objective lens is not suitable to handle freshly excised
tissues with large surface roughness.

To address the aforementioned challenges of short DOF, we
first incorporate MUSE with speckle illumination, termed
MUSES, which allows previously missed high-frequency com-
ponents to fall into the passband of the imaging system in the
Fourier domain. Followed by an iterative reconstruction algo-
rithm, the high-spatial-frequency components can be retrieved
and synthesize a larger passband, thus improving the lateral res-
olution. The problem of short DOF is addressed in two aspects:
(1) preserving the long DOF with the use of a low-NA objec-
tive lens and (2) simultaneously reducing the optical sectioning
thickness by oblique illumination. In MUSES, we also imple-
ment a color transformation algorithm via deep learning to
demonstrate the effectiveness of MUSES in histological imag-
ing. With these implementations, we aim at providing a better
imaging contrast for UV-surface excitation in highly scattering
organs, relieving the constraint in tissue flatness and encourag-
ing the use of a common blade to obviate the lengthy thin tissue
slice preparation, thus accelerating the clinical histological
workflow.

2. METHODS

A. Super-Resolution Fluorescence Imaging by
Pattern Illumination
In diffraction-limited microscopes, there is a fundamental
trade-off between DOF and lateral resolution. To circumvent

this trade-off, we employ a pattern illumination scheme using a
low-NA objective lens to achieve resolution beyond the diffrac-
tion limit, while preserving the long DOF for sharp thick
tissue imaging. Structured illumination with different patterns
(e.g., sinusoidal stripe [14] and speckle pattern [15]) have been
reported to improve spatial resolution by synthesizing a
large effective aperture. By illuminating with a high-spatial-
frequency pattern, intensity modulation is introduced to the
fluorescence sample. This modulation allows high-spatial-
frequency information beyond the diffraction limit to be en-
coded into low-spatial-frequency information, which can then
be captured. The effective NA (NAsyn) is synthesized by the
sum of the illumination NA (NAillu) and the detection NA
(NAobj) of the objective lenses. Thus, the maximum achievable
resolution is proportional to 1∕�NAobj �NAillu�, and the res-
olution gain is given by �NAobj �NAillu�∕NAobj.

In a typical implementation of linear structured illumina-
tion microscopy, the resolution gain is limited by a factor of
2 with an epi-illumination configuration that uses the same ob-
jective lens for illumination and detection. To go beyond this
limit, we have adopted an oblique pattern illumination configu-
ration [Fig. 1(a)] for two reasons: (1) the illumination and de-
tection paths can be separated and hence achieve a resolution
gain >2, and (2) reducing the optical sectioning thickness by
oblique illumination. Since previous results suggested that
wavelengths ∼240–290 nm generate similar excitation-limited
penetration depth [8], a UV laser with a wavelength of 266 nm
(WEDGE HF 266 nm, Bright Solutions Srl.) and a UV fused
silica ground glass diffuser (DGUV10-600, Thorlabs Inc.) were
used to generate speckle pattern induced by interference. It is
noted that 275–280 nm light sources are commonly used in
MUSE implementation because of the strong absorption of
proteins [16]. However, MUSES requires a coherent light
source for speckle generation. Therefore, a commonly acces-
sible laser source of 266 nm (which can be easily generated
through the second-harmonic generation of 532 nm) was used
in this implementation. Although using a harmonic illumina-
tion pattern enables simple reconstruction and requires fewer
images, the use of a speckle pattern has advantages in (1) ease of
generation with a coherent light source and a diffuser and
(2) easy adaption as it does not require precise knowledge of
the pattern and stringent control of experimental setup to avoid
artefact generation in reconstructed images [15]. Here, an un-
known but constant speckle pattern was adopted to improve
the stability of the solution by laterally shifting the relative
position between the speckle pattern and the sample. The

Fig. 1. (a) System configuration of MUSES. (b) An iterative algo-
rithm for the R, G, and B channels.
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scanning position can be calibrated by cross-correlation of the
images from prior scanning [17].

A condenser lens with a focal length of 50 mm (LA4148-
UV, Thorlabs Inc.) was used to focus the speckle pattern on the
sample plane with a sufficiently large illumination area and
working distance to be accommodated in the system. Images
were acquired under an inverted microscope configuration
which consists of a 4× plan achromat objective lens (RMS4X,
NA � 0.1, Thorlabs Inc.), an infinity-corrected tube lens
(TTL180-A, Thorlabs Inc.), and a color complementary
metal-oxide semiconductor (CMOS) camera (DS-Fi3, Nikon).
The sample was 2D raster-scanned by a three-axis motorized
translation stage (L-509.20SD00, Physik Instrumente) with
a scanning interval of 0.5 μm. One hundred and forty-four
consecutive raw speckle-illuminated images were captured in
sequence to ensure a sufficiently large scanning range and fine
scanning intervals (smaller than the targeted resolution) to sat-
isfy the iterative reconstruction requirement [18].

To reconstruct a color high-resolution (HR)-MUSES im-
age, the raw sequence of the speckle-illuminated MUSES im-
ages was split into R, G, and B channels. The reconstruction
was performed in each channel, respectively, based on the
framework in Ref. [19]. A momentum-accelerated ptycho-
graphical iterative engine [20] was adopted, which allows quick
update and regularization when the acquired image is suscep-
tible to noise, enabling high robustness to changes in frame
intensities due to photobleaching. The reconstructed images
for each channel were then merged back into a color HR-
MUSES image. In the following, the performance of HR-
MUSES using a 4× objective lens (termed 4X MUSES here-
after) is compared with MUSE images acquired using 4×
and 10× objective lenses (termed 4X MUSE and 10X
MUSE, respectively, hereafter) under UV-LED illumination
(M265L4, Thorlabs Inc.).

B. Color Transformation via Deep Learning
To show the effectiveness of MUSES in histological imaging,
we have employed an unsupervised deep-learning method to
transform the color style of MUSES images into standard
hematoxylin and eosin (H&E)-stained images virtually. There
has been a growing use of deep-learning approaches in different
areas of computational imaging, such as super-resolution,
denoising, and color transformation [21–23]. While model-
based pseudocolor approaches [24,25] have been commonly
applied to simulate H&E-stained images, we adopted a data-
driven deep-learning approach for color transformation since it
can also potentially improve resolution and contrast through
deconvolution [26], which can further improve the image qual-
ity. An unpaired image-to-image translation method called
cycle-consistent generative adversarial network (CycleGAN)
[27] was adopted. Its unpaired nature is particularly important
for thick tissue image style transformation, in which paired
MUSES and H&E-stained images are impossible to obtain.
To better preserve the histological features and perceptual qual-
ity, including nuclear size, number of nuclei, and H&E color
style, during transformation, cycle-consistency and structural
similarity losses were added to the final objective loss function
together with the common GAN and L1 losses to train the
thick MUSES image with the adjacent FFPE H&E-stained

images based on the framework in Ref. [28]. 1368 10X
MUSE image patches and 2575 H&E-stained image patches
with a patch size of 256 × 256 were used in training. We
set the weighting of cycle-consistency loss � 10, identity
loss � 5, and structural similarity loss � 1. To demonstrate
the performance of MUSES, we compared the color transfor-
mation performance on 4X MUSE, 4X MUSES, and 10X
MUSE thick tissue images. An image scaling was done to match
the scale of 4X MUSE and 4X MUSES images as the 10X
MUSE image before generating the inference results.

3. RESULTS

A. Imaging Performance of MUSES Verified by
Fluorescent Beads
The MUSES system performance in resolution improvement
was verified by imaging blue fluorescence beads with a diameter
of 500 nm (B500, excitation/emission: 365/445 nm, Thermo
Fisher Scientific Inc.). 4X MUSE, 4X MUSES, and 10X
MUSE images of the fluorescent beads are compared in
Figs. 2(a)–2(c). By measuring the full width at half-maximum
of the Gaussian-fitted line profiles of the beads, the achievable
lateral resolutions of the 4X MUSES system in G- and B-chan-
nels are 1.02 μm and 1.01 μm, respectively. An average of 2.4
times resolution gain was demonstrated by 4XMUSES over 4X
MUSE images (averaged line profiles of 10 fluorescent beads).
Due to the random nature of the speckle, a speckle pattern with
speckle size ranging from 1.4 to 2.8 μm (validated by measur-
ing line profiles of several speckles on a fluorescent plate) was
generated, corresponding to an illumination NA ∼0.1–0.2.
The experimental results meet our 2×–3× expected resolution
improvement.

Fig. 2. (a)–(c) Comparison of 4X MUSE, 4X MUSES, and 10X
MUSE images of blue fluorescent beads with a diameter of
500 nm. (d) and (e), (f ) and (g), (h) and (i) Zoomed-in images of
the bead inside the yellow dashed boxes in G- and B-channels under
4X MUSE, 4X MUSES, and 10X MUSE images, respectively. (j),
(k) The corresponding line profiles in G- and B-channels of this bead
under 4X MUSE (orange line) and 4X MUSES (purple line).
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B. Histological Images of FFPE Slides Provided
by MUSES
To evaluate the performance of MUSES on biological samples,
we first tested on a 7 μm FFPE thin slice of a mouse brain that
had been stained with a mixture of Rhodamine B (500 μg/mL)
and Hoechst 33342 (500 μg/mL) in phosphate-buffered saline
for 10 s, which was then washed with water and mounted on a
UV-transparent quartz slide before MUSES imaging
[Fig. 3(a)]. In the hippocampus region with dense cell nuclei,
resolution improvement is clearly observed in 4X MUSES im-
ages [Figs. 3(d), 3(g), and 3(j)] when compared with their cor-
responding 4X MUSE images [Figs. 3(c), 3(f ), and 3(i)]. After
MUSES imaging, the same tissue slice was destained with
deionized water, followed by a few drops of acid-alcohol solu-
tion, and subsequently stained with H&E. A whole-slide scan-
ner with a 20× objective lens (NA � 0.75) was used to acquire
the H&E images, which were then downscaled to 10× images
for comparison [Figs. 3(b), 3(e), 3(h), and 3(k)].

C. Histological Images of Fixed Thick Tissue
Provided by MUSES
Then we further tested a 3 mm thick mouse brain tissue with
prior formalin fixation (Fig. 4). An adjacent FFPE thin slice was
prepared for validation. Resolution improvement is also ob-
served when comparing 4X MUSE [Figs. 4(b), 4(e), 4(h)] with
4X MUSES [Figs. 4(c), 4(f ), and 4(i)]. Comparable nuclear
contrast and distribution are noted between slide-free images
provided by MUSES [Figs. 4(c), 4(f ), 4(i)] and standard
H&E [Figs. 4(d), 4(g), and 4(j)].

D. High Tolerance to Tissue Irregularity and
Visualization of Deeper Layers Using Fresh Hand-Cut
Tissue Provided by MUSES
Figure 5 clearly shows the advantages of preserving long DOF
in MUSES, which are more prominent when handling
fresh tissues that are sectioned by a common blade. Surface

Fig. 3. (a) 4X MUSE image of an FFPE mouse brain tissue
slice that is stained with Rhodamine B and Hoechst 33342.
(b) Corresponding H&E-stained FFPE slice. (c)–(e) Zoomed-in im-
ages of 4X MUSE, 4X MUSES, and corresponding H&E slice of the
hippocampus region marked with an orange solid box in (a) and (b).
(f )–(h) Zoomed-in images that correspond to the yellow dashed box
regions marked in (c), (d), and (e), respectively. (i)–(k) Zoomed-in
images that correspond to the blue dotted box regions marked in
(c), (d), and (e), respectively.

Fig. 4. (a) 4X MUSE image of formalin-fixed mouse brain tissue
stained with Rhodamine B and Hoechst 33342. (b)–(d) Zoomed-
in 4X MUSE, 4X MUSES, and its standard H&E (from adjacent
layer) images of the orange solid box marked in (a), respectively.
(e)–(g) Zoomed-in images that correspond to the green dashed box
regions marked in (b), (c), and (d), respectively. (h)–(j) Zoomed-in
4X MUSE, 4X MUSES, and its standard H&E (from adjacent layer)
images of the yellow dotted box marked in (a), respectively.

Fig. 5. (a)–(c) 4X MUSE, 4X MUSES, and 10X MUSE images of
fresh hand-cut mouse brain tissue stained with Rhodamine B and
Hoechst 33342. (d)–(f ) Virtual H&E-stained images of (a), (b),
and (c), respectively, generated by CycleGAN. (g)–(i) 4X MUSE,
4X MUSES, and 10X MUSE images of another fresh mouse brain
tissue stained with Hoechst 33342 and propidium iodide. Cell nuclei
from other layers are clearly visualized only in the 4X MUSES
image with improved resolution and long DOF (orange arrows).
(j)–(l) Virtual H&E-stained images of (g), (h), and (i), respectively,
generated by CycleGAN.
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irregularity has easily resulted without the use of specialized ma-
chines (e.g., a microtome). We demonstrated the advantage of
using a low-NA objective lens (4×/0.1 NA) over a high-NA
objective lens (10×/0.3 NA) in accommodating the surface
irregularity of the hand-cut tissue. An obvious out-of-focus re-
gion is observed in the 10X MUSE image [Fig. 5(c)], while our
4X MUSE [Fig. 5(a)] and 4X MUSES [Fig. 5(b)] images can
provide high tolerance to surface roughness, generating suffi-
cient image contrast for better color transformation via deep
learning. The corresponding color-transformed images
[Figs. 5(d)–5(f )] illustrated the importance of sufficient image
contrast for generating virtual H&E-stained images with the
correct style transformation of the cell nuclei. Also, the im-
proved resolution of the 4X MUSES image allows us to resolve
subcellular features such as nucleoli [orange arrows, Fig. 5(h)],
which are not visible in the corresponding 4X MUSE image
[orange arrows, Fig. 5(g)]. Furthermore, cell nuclei at other
depths are clearly visualized by preserving a longer DOF in
our 4X MUSES image [orange arrows, Fig. 5(h)] when com-
pared to the 10X MUSE image [orange arrows, Fig. 5(i)]. The
drop of image resolution and contrast in the 4X and 10X
MUSE images, respectively, also led to an incorrect color trans-
formation of nuclei by the deep-learning algorithm [Figs. 5(j)
and 5(l)], showing the importance of MUSES imaging.

4. CONCLUSION

In conclusion, building on the strengths of MUSE, this project
achieved an average of 2.4 times resolution improvement on
the reconstructed MUSES images, while preserving a long
DOF and reducing the optical sectioning thickness by incor-
porating with an oblique speckle illumination using a low-NA
objective lens. Depending on the needs of applications, reso-
lution improvement could be further enhanced by generating
a finer speckle pattern using a condenser lens with a higher NA.
However, a few points should be considered: (1) an adequate
working distance should be satisfied in this oblique illumina-
tion implementation to prevent light being blocked by the mi-
croscope body, (2) vignetting correction may be needed to
compensate for uneven illumination across the field of view
(FOV), and (3) modulation contrast may decrease when the
pattern spatial frequency approaches the detection limit of
the imaging system, and therefore, a condenser lens with an
optimal NA should be chosen to provide sufficient speckle con-
trast, ensuring satisfactory reconstruction quality. In the current
implementation, 144 speckle-illuminated images were captured
in ∼2 min for an FOV of 1.7 mm × 1.2 mm (limited by the
sensor size of the camera). As the speckle size generated in this
implementation was generally larger than 1 μm, there is room
for improvement regarding imaging speed. For instance, the
imaging speed can be improved by 4 times by increasing
the scanning interval from 0.5 to 1 μm, such that only 36 im-
ages are needed for reconstruction with satisfactory quality ac-
cording to the recommendation in Ref. [18]. In these settings,
images can be captured within 30 s and reconstructed in
∼7 min per FOV, which can be further speeded up by parallel
computation of the three color channels. A camera with a large
sensor size could also be used for further improving the imag-
ing speed.

By preserving a long DOF while enjoying high spatial res-
olution, we demonstrated the potential of MUSES in providing
better image contrast when visualizing subcellular features by
UV-surface excitation, as well as relieving the tissue flatness
constraint. Although the use of a high-NA objective lens with
extended DOF (EDOF) is also an option for addressing the
surface roughness issue, one of the advantages of MUSES is
that a large FOV can be simultaneously provided. The higher
the objective NA used in the EDOF approach, the more images
are required to cover the large FOV and long DOF; hence, a
more extensive image processing would be needed. While
MUSES resolution improvement is currently limited by the
working distance of the condenser lens under this oblique il-
lumination implementation, it could be a promising strategy in
practice to first use MUSES for providing a large FOV with a
long DOF while using a high-NA objective lens with EDOF to
achieve higher resolution for a selected region of interest, fur-
ther improving the efficiency in generating high-quality images.
An unsupervised deep-learning algorithm, CycleGAN, was also
implemented for generating virtual H&E-stained images based
on MUSE or MUSES image inputs. These improvements help
generalize UV-surface excitation to different organs and obviate
the lengthy thin tissue slice preparation. The experimental re-
sults have shown the great potential of MUSES in providing
reliable, high-resolution, and slide-free histological images dur-
ing surgery.
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