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Single molecular localization microscopy (SMLM) is a useful tool in biological observation with sub-10-nm res-
olution. However, SMLM is incapable of discerning two molecules within the diffraction-limited region unless
with the help of a stochastic on–off switching scheme which yet entails time-consuming processes. Here, we
produce a novel kind of focal spot pattern, called sub-diffraction dark spot (SDS), to localize molecules within
the sub-diffraction region of interest. In our proposed technique nominated as sub-diffracted dark spot locali-
zation microscopy (SDLM), multiple molecules within the diffraction-limited region could be distinguished with-
out the requirement of stochastic fluorescent switches. We have numerically investigated some related impacts of
SDLM, such as detection circle diameter, collected photon number, background noise, and SDS size. Simulative
localization framework has been implemented on randomly distributed and specifically structured samples. In
either two- or three-dimensional case, SDLM is evidenced to have ∼2 nm localization accuracy. © 2021 Chinese

Laser Press

https://doi.org/10.1364/PRJ.429933

1. INTRODUCTION

Single-molecule localization microscopy (SMLM), such as sto-
chastic optical reconstruction microscopy [1] or photoactivated
localization microscopy [2], circumvents the diffraction limit
using centroid estimation of sparsely activated and stochastic
switching by acquiring multiple single-molecule fluorescence
images [3]. However, SMLM requires a large amount of fluo-
rescent switches which are detrimental for long-term observa-
tion. Recently, a new technique called MINFLUX [4–6] was
promoted, in which a doughnut-shaped or standing-wave illu-
mination pattern moves over an area in diameter L, and the
position of a single fluorophore in the scanning domain is de-
termined by targeted coordinate pattern based on the detected
photon count N for distinct doughnut positions. The issue of
maximizing the localization precision with the limited photon
flux is well addressed by MINFLUX. The localization precision
of this process scales as L∕

ffiffiffiffiffi
N

p
. As the scan range L can in

principle be chosen arbitrarily small, the localization precision
could be ultra-high. The same rationale is also applicable to
sinusoidal point-scanning or widefield imaging setup [7,8].
However, the above-mentioned methods are based on diffrac-
tion-limited Gaussian or doughnut-shaped spot which is

incapable of discerning two molecules within the diffraction-
limited region unless the stochastic on–off switching scheme
is employed which yet entails time-consuming processes.

Here, we produce a novel kind of focal spot pattern, called
sub-diffraction dark spot (SDS), and we propose the sub-
diffraction dark spot localization microscopy (SDLM) to dis-
criminate molecules of interest within the diffraction-limited
region. Physical mechanics, such as stimulated emission
depletion [9], saturated absorption competition [10], or charge
state depletion [11], might be equally potential to obtain the
SDS. The central dip of the SDS features higher light sensitivity
compared with that of the conventional dark spot (CDS). The
dependency of the Cramér–Rao bound (CRB) of SDLM on
factors such as detection circle diameter (or detection length)
L, photon number N , and signal-to-background ratio (SBR), is
investigated in two- and three-dimensional cases. A numerical
localization framework has been implemented on randomly
and specifically distributed molecule ambients. The results
show that SDLM is advantageous in molecular localization
with ∼2 nm precision. In the perspective of the easy-to-
implement configuration, SDLM is believed to hold great
promise to facilitate biomedical and physical discoveries.
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2. THEORY

In the focal plane of the SDS, an excitation light spot is overlaid
with a depletion light spot, both of which are doughnut-shaped
featuring a central intensity minimum. In regions with high
depletion intensity I dep, the spontaneous decay of fluorophores
is largely suppressed. Nonetheless, those fluorophores residing
at or close to the central minimum remain to emit freely. To
this end, the off-the-center fluorescence is inhibited and the
shrinkage of the resulting spot profile bears similarity to the
suppression of Gaussian focal volume in stimulated emission
depletion microscopy (STED). The higher power density of
the depletion beam is employed, the more suppression of dark
spot occurs.

We define the inhibition coefficient η�r� as the fraction of
fluorescence still detected at position r in the presence of
depletion light of intensity Idep�r�. The inhibition coefficient
can usually be well approximated by an exponential [12,13]:

η�r� � exp�− ln�2�Idep�r�∕I s �, (1)

I s � kf hc∕�σλ�, (2)

where I s stands for the saturation intensity (at which the rate of
stimulated emission equals the spontaneous decay), kf is the
rate constant of spontaneous fluorescence, h denotes the
Planck constant, c is the light velocity, σ denotes the cross
section of fluorescence emission, and λ is the depletion wave-
length. The point spread function (PSF) of the hollow excita-
tion beam Ihexc�r� or depletion beam Idep�r� can be expressed
by Eq. (3) [4]:

PSFhexc∕dep�r�� A04e ln�2�
r2

FWHM2 e
−4 ln�2� r2

FWHM2 , (3)

where A0 is the peak intensity for the doughnut-shaped beam
(the depletion beam or hollow excitation beam), and FWHM is
a size-related parameter for the doughnut beam profile. Thus,
the effective PSF of the SDS is given by Eq. (4):

PSFSDS�r�� PSFhexc�r� · η�r�: (4)

Due to the exponential behavior in Eq. (1), PSFSDS is also a
doughnut-shaped profile with a reduced width along the radial
direction. Note that this modality can also be suitable for the
axial scenario while using the axial dark spot.

Taking 2D localization for illustration, the dark spot is
placed in four anticipated positions ri (i denotes the position
number) and the certain fluorescent molecule in position rm to
be localized is exposed to four different laser powers I i. To this
end, the detector will receive different photon counts ni. Note
that ni will contribute to specific spatial probability distribution
in each localization period. Based on the photon count distri-
bution we have obtained in each localization cycle, we calculate
the reciprocal spatial probability distribution for each position
in the region of interest (ROI). According to the maximum
likelihood estimator principle, we select the maximal probabil-
ity value of the spatial position as the molecule position which
is most likely to be located. For 3D ambient, two additional
placements in the axial direction are necessary to identify
the Z -axis position of the molecule.

After acquiring different photon numbers ni, the total ac-
quired photon number is N � n0 � n1 �…� nk−1 with

i ∈ �0,…, k − 1�, where k denotes the total position number
of the beam displacements. Note that each acquired photon
number ni follows the Poisson statistic with a mean μi. We
nominate the spatial success probability distribution p�0�i when
the hollow beam center is in the i-th position, regardless of the
contribution of the background and dark counts:

p�0�i � μiPk−1
j�0 μj

with j ∈ �0,…, k − 1�: (5)

However, the influence of background is inevitable for
realistic world imaging. It is assumed that the background
contribution also follows the Poisson statistic with a mean
βi for each signal detection. The signal-to-background ratio
SBR � Pk−1

i�0 μi∕
Pk−1

i�0 βi is defined. Thus, in consideration
of background contribution, pi can be written as [4]

pi �
SBR

SBR � 1
p�0�i � 1

k�SBR � 1� : (6)

Obviously, when the SBR becomes infinity, pi equals p
�0�
i . In

each positon ri, different signal strength μi is acquired,
expressed as follows using Eqs. (1)–(4):

μi � PSFhexc�r̄m − r̄ i� · η�r�

� PSFhexc�r̄m−r̄ i� exp
�
− ln�2� PSFdep�r̄m − r̄ i�

kf hc∕�σλ�

�
: (7)

Since each acquisition of the photon count ni is indepen-
dent, the photon count distribution L�p̄, n̄� obeys the polyno-
mial equation as follows:

L�p̄, n̄� � N !

Πk−1
i�0nk !

Πk−1
i�0p

ni
i : (8)

The Fisher information F p̄ is introduced to quantitatively
reflect the information of the position of fluorescent molecules
carried by the measured photon distribution:

F p̄ �E
�
−

∂2

∂pi∂pj
ln L�p̄, n̄�

�
with i, j∈ �0,…,k −1�: (9)

Operating with Eq. (8), the Fisher information matrix for p̄
is obtained:

F p̄ � N
�

1

pk−1
� δij

1

pi

�
, (10)

where δij is the Kronecker delta function. We use the Jacobian
matrix to transform F p̄ to the r̄-space Fisher information F r̄ ,
which corresponds the photon distribution probability L�p̄, n̄�
to the fluorescent molecule position r̄m � �r1,…, rd �T in
d -dimensional space:

F r̄ � N
Xk−1
i�0

1

pi

0
BBBBB@

�
∂pi
∂ri

�
2

… ∂pi
∂r1

∂pi
∂rd

..

. ..
.

∂pi
∂rd

∂pi
∂r1

� � �
�
∂pi
∂rd

�
2

1
CCCCCA
: (11)

In our work, the arithmetic mean σCRB �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tr�F −1

r̄ �∕d
p

is
defined to calculate the localization precision of our method.
The CRB provides a lower bound for the variance of any
unbiased estimator [14–16]. Smaller σCRB leads to smaller
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parameter estimation error of the localization method; thereby
the higher accuracy of the estimation can be obtained. As for
lateral condition in the lateral plane (d � 2), the σCRB can be
expressed as follows:

σCRB_xy

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

2N

Pk−1
i�0

1
pi

h�
∂pi
∂x

�
2 �

�
∂pi
∂y

�
2
i

hPk−1
i�0

1
pi

�
∂pi
∂x

�
2
ihPk−1

i�0
1
pi

�
∂pi
∂y

�
2
i
−
hPk−1

i�0
1
pi
∂pi
∂x

∂pi
∂y

i
2

vuuut :

(12)

As for axial condition (d � 1 for the Z direction), the σCRB
can be expressed as follows:

σCRB_z �
1

N
Pk−1

i�0
1
pi

�
∂pi
∂z

�
2
: (13)

3. SIMULATION AND DISCUSSION

The CDS and SDS are shown in Figs. 1(a) and 1(b), respec-
tively. The intensity distributions of CDS and SDS are

Ihexc and I SDS, respectively. In Fig. 1(a), the normalized crest
intensity ratio of the lateral and axial dark spot is 1:0.6. It is
seen from Fig. 1(b) that the SDS is greatly suppressed com-
pared with the CDS. In the inset top-left graph of Fig. 1
(d), two concepts concerning the dark spots are presented:
the FWHM and outer FWHM (oFWHM). Shown in
Fig. 1(d), the numerical results indicate that the lateral
FWHM and lateral oFWHM values of 3D I SDS are greatly
squeezed by a factor of 4.8 and 4.5, respectively. The squeezed
dip of ISDS yields a conspicuous gradient featuring high light-
intensity sensitivity and is helpful to molecular localization.
Furthermore, the suppressed peripheral part of the SDS con-
tributes to discerning multiple molecules in the diffraction-lim-
ited ROI without the need of stochastic fluorescent switches.
With the increase of depletion beam intensity, the value of
oFWHM could be further decreased from Eqs. (1)–(4).

From Fig. 1(c), the imaging comparison of different focal
spots is simulated. Although the FWHM of the resulting
SDS is greatly squeezed, sidelobes occur denoted by the blue
arrows shown in Fig. 1(d), which are derived from the insuffi-
ciently depleted fluorescence in the outermost part of the focal
spots. These sidelobes degrade the image quality and localiza-
tion effect, which should be avoided for high-contrast imaging.
The sidelobes could be removed by loading doughnut patterns
with higher topological charges via devices such as spatial light
modulators. The modulated transfer function (MTF) is also
analyzed shown in Fig. 1(e). The cutoff frequency from the
highest to the lowest is as follows: I SDS	, I STED, ISDS, Ihexc,
I exc. It is clearly seen that I SDS	 has a larger spatial frequency
component than I STED. SDS* denotes the SDS result with side-
lobes removed [10]. If not otherwise specified, the sidelobes of
the SDS in the following discussion are considered to be re-
moved. It is also evidenced from the white arrows in Fig. 1(c)
where the two molecules, which are indistinguishable by
STED, could be resolved by the SDS. Figures 1(f ) and 1(g)
show the working principle of SDLM.

In Fig. 1(f ), five features are all in the diffraction-limited
region. For MINFLUX, the molecular localization iteration
is as follows: stochastic activation, excitation beam pattern
(EBP) sequences, and bleaching. For SDLM, a point-wise scan-
ning image is first obtained for coarse localization. It is found
that there is more than one molecule in the left-bottom
corner. Hence, the depletion beam intensity is increased to
100 MW∕cm2 so that the far detailed molecule spatial infor-
mation is further extracted. Only one EBP sequence is sub-
sequently applied to achieve nanometer-scale localization. As
for the remnant molecules, lower depletion intensity, like
50 MW∕cm2, is sufficient for molecular localization. For a
nanometer-scale localization of each molecule in MINFLUX,
∼1 s is required. For SDLM, since the activation process is not
needed and the times of EBP sequences are reduced, even less
time is estimated.

The dependence of depletion beam intensity Idep on the re-
sulting three-dimensional SDS profile is researched in the lat-
eral and axial planes. From Figs. 2(a) and 2(b), the FWHM
values decrease with the increase of depletion illumination
power from 100 nm to 44 nm. Likewise, the oFWHM values
can be lower than 100 nm in the case that 9 MW∕cm2 or larger

Fig. 1. (a) Lateral and axial PSFs of 3D diffraction-limited dark spot
of hollow excitation beam (Ihexc). (b) The lateral and axial PSFs of 3D
sub-diffraction dark spot (SDS). (c) Numerical imaging comparison
of I exc, I STED, and I SDS. The simulative areas are all 2 μm × 2 μm with
10-nm pixel. (d) Normalized intensity curves of hollow depletion
beam (Idep), I STED, and ISDS. (e) The MTF analysis of I exc,
Ihexc, I STED, and I SDS. The spatial frequency values are
normalized by 2πNA∕λ. NA: 1.4; λ: 532 nm; I exc: 10 kW∕cm2;
Ihexc: 10 kW∕cm2; I dep: 5 MW∕cm2. (f ) The working principle
comparison between MINFLUX (upper row) and SDLM (lower
row). The depletion beam intensities of 50–100 MW∕cm2 are ap-
plied. wf, wide field. (g) The schematic of the optical setup of
SDLM. The four deflections of the excitation pattern in specific posi-
tions are called excitation beam patterning (EBP). OL, objective lens.
Scale bars in all: 200 nm.
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I dep is applied. In Figs. 2(c) and 2(d), the dependence of I dep on
the resulting SDS profile in the axial direction is investigated.
The FWHM values decrease with the increase of depletion il-
lumination power from 260 nm to 100 nm. In our scheme, the
lateral and axial oFWHM values are accommodated with
∼50 nm and ∼150 nm, respectively, when 50 MW∕cm2 is
employed.

4. RESULTS

From the above-mentioned simulations, we can obtain an ef-
fective doughnut pattern, which has both smaller oFWHM and
FWHM values, approximately one fourth of the CDS.
Compared with the CDS, applying this sub-diffracted dark
spot to nanometer localization will confine the excited fluores-
cent emitters to a smaller region so that discerning two mole-
cules within the diffraction limit without the help of stochastic
on–off switching becomes possible. The lateral localization
work of SDLM is conducted; L is the diameter of the detection
circle which corresponds to four SDS placements and N is the
detected photon number for localization. Considering the real-
world circumstance, background contribution is added in our
simulation, referring to Eq. (6). From Figs. 3(a) and 3(b), when
SBR � 30 and N � 50, the CRB values in the lateral locali-
zation for the origin of the detection circle are shown. It is seen
that with the decrease of L, the localization precision is en-
hanced from 1.2 nm to 0.2 nm. With the increase of N ,
the precision is also enhanced. While the detection circle diam-
eter is determined, e.g., L � 20 nm, the CRB of each position
in the whole detection region is investigated. The color
mapping in Fig. 3(c) indicates that in the center of the clo-
ver-shaped region, the highest precision is achieved (about
1.19 nm). The dashed circle presents the boundary of locali-
zation precision of 2.23 nm. It is worth noting that three
abnormal points are observed in positions corresponding to

60, 180, 300 deg, respectively. It might be caused by insuffi-
cient covering of four beam placements.

Similarly, three beam placements (positive defocus, in-focus,
negative defocus) are applied to obtain axial localization preci-
sion. For the axial origin, Figs. 3(d) and 3(e) present the
dependence of the CRB on L and N . It is found that compared
with the lateral scenario, the axial precision is even higher (rang-
ing from 0.6 to 0.1 nm). Evidenced by Fig. 2, in the lateral
direction, it presents a much sharper fluorescence intensity gra-
dient than that in the axial direction. Hence, with the increase
of detection circle diameter (or detection length) L, the lateral
localization precision presents a much more pronounced trend
than the axial one. That is the reason why the CRB estimations
for the axial and the lateral directions are split up. In Fig. 3(f ),
when L � 20 nm and N � 50, the CRB values for each po-
sition along the axial direction are simulated. In the axial origin,
0.5-nm localization precision is achieved. Gradually apart from
the center, the CRB increases to 3 nm. The aforementioned
results are all included with noise factor (SBR � 30). It is con-
cluded that in the detection range of 20 nm, sub-3-nm locali-
zation precision is achieved in the 3D case.

Fig. 2. PSFs of ISDS with different I dep for 3D SDS. (a) The PSFs of
I SDS for lateral dark spots in the lateral plane (I dep � 1–7 MW∕cm2).
(b) The dependence of the FWHM and oFWHM on I dep for lateral
dark spots (I dep � 1–9 MW∕cm2). (c) The PSFs of ISDS for axial
dark spots in the axial plane (I dep � 1–7 MW∕cm2). (d) The depend-
ence of the FWHM and oFWHM on I dep for axial dark spots
(Idep � 1–9 MW∕cm2). Fig. 3. (a) CRB values in the lateral localization for the origin of the

lateral detection circle when Lxy � 4–20 nm. (b) The statistics histo-
gram of CRB for the origin of the lateral detection circle when
N � 50–350. The inset top-right graph shows the beam deflections
in four specific positions in the XY plane. (c) CRB color mapping of
SDLM via lateral localization for the whole region of the detection
circle in the XY plane when Lxy � 20 nm, N � 50, and SBR � 30.
(d) The CRB values in the axial localization for the origin of the axial
detection when Lz � 4–20 nm. (e) The statistics histogram of CRB
for the origin of the axial detection when N � 50–35. The inset top-
right graph shows the beam deflections in three specific positions in
the Z -axis direction. (f ) CRB curves of SDLM via Z -axis localization
along the whole axial detection length when Lz � 20 nm,
N � 50–350, and SBR � 30. I dep � 30 MW∕cm2 is applied for
the above-mentioned SDLM. (g), (h) The influence of background
noise on the lateral and axial CRB values when N � 50.
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Background noise contributes to the resulting localization
precision to some extent, as shown by Figs. 3(g) and 3(h).
In the lateral condition, when L � 20 nm and N � 50, with
the increase of SBR from 3 to 100, the localization precision is
enhanced from 1.6 nm to 1.2 nm with a 25% improvement.
Similarly, as for the axial condition, CRB values decrease from
1 nm to 0.6 nm with a 40% improvement. In the future, the
underlying background noise formula is expected to be further
investigated in order to evaluate our method in a realistic
manner. For instance, in our work, the SBR is independent
of beam displacement ri and is considered as a constant. In
another noise model, SBR�ri� could be related with the posi-
tion ri, especially for SBR�r0� which is related with the origin
position r0.

In order to further investigate the relationship between
SDS size and localization precision via SDLM, we select four
kinds of SDS for localization analysis: SDLM with different
oFWHM values, corresponding to ∼50 nm, ∼100 nm,
∼150 nm, and ∼200 nm, respectively. From Figs. 4(a) and
4(b), while L � 10–20 nm, N � 50, and SBR � 30, those
dark spot patterns present a slight rise in CRB which is lower
than 1 nm in either the lateral or axial direction. However,
when L is larger than 20 nm, SDLM with ∼50 nm shows pro-
nounced growth and its lateral localization precision becomes
especially worse. As we have mentioned before, it is due to the
insufficient covering of four beam placements of small size
SDS. Thus, a decreased size of SDS is inhibited by a maximum
value of detection circle diameter, e.g., for ∼50 nm SDS, L
should not be larger than 20 nm.

However, without the implementation of stochastic fluores-
cent switching, large size SDS may fail to localize multiple fea-
tures in the sub-diffraction region. In order to evaluate the 3D
localization ability of SDLM with different oFWHM values in
high molecular density ambient, a verification experiment is
conducted accordingly. Molecules with equidistance distribu-
tion of 50 nm along the diagonal of the cylinder are character-
ized using ∼50 nm and ∼200 nm SDS. The root mean square
error (RMSE) comparison is shown by Fig. 4(c). The error
between the estimated position and the actual position could
be measured by the RMSE. It is found that SDLM with
∼200 nm oFWHM shows high average mean and standard
deviation values. In contrast, SDLM with ∼50 nm oFWHM
presents sub-2-nm localization precision and the best RMSE is
lower than 1 nm. In practical experiment, there should be a
careful balance between L, N , SBR, and SDS size in order
for the highest localization precision.

Here, we further expand the experiment to more complex
conditions, using a randomly distributed map and a specifically
shaped map, to test the localization effect of SDLM by adding
Poisson noise to match the real experimental ambient. These
two models have certain universality and are suitable for sim-
ulating the imaging process of some biological structures. We
randomly generate some emitters in the whole field of view
shown in Fig. 4(d). RMSE results of SDLM with ∼50 nm
oFWHM are shown by Figs. 4(e) and 4(f ). The features are
dispersed three-dimensionally and the simulation ambient in
the XY plane is several times as dense as the ambient in the
XZ plane. SDLM with ∼50 nm and ∼200 nm oFWHM

can both obtain good localization results in sparse solution
of XZ plane images. It also suggests that SDLM could achieve
high axial localization precision in sparsely packed fluorophore
solution from Fig. 4(e). In the densely packed XY plane image,
∼50 nm SDS can almost map out the true information of the
sample and the average RMSE of those planes is 1.44 nm seen
from Fig. 4(f ). In contrast, most of the molecules are not re-
stored using ∼200 nm SDS.

If we change the map to a specific letter structure, the differ-
ence of localization results between the ∼50 nm SDS and the
∼200 nm SDS can also be well presented in Fig. 5(a). Figures 5
(b) and 5(c) show the RMSE quantitative analysis of molecular

Fig. 4. (a) Lateral CRB comparison (in the origin of the detection
circle) between different sizes of SDS: oFWHM of ∼50 nm,
∼100 nm, ∼150 nm, and ∼200 nm, respectively, while different
depletion powers are applied when L � 10–40 nm and N � 50.
(b) The axial CRB comparison between different sizes of SDS when
L � 10–40 nm and N � 50. (c) Root mean square error (RMSE)
comparison between SDLM methods with different oFWHM values
based on the 11 evenly distributed test points on the diagonal of the
cylinder in the 3D case. (d) Localization result of SDLM on 3D ran-
domly distributed molecule concentration ambients. The photon
number is 200 used in those simulations. Each XY plane contains
30 random molecules. Five XY planes and five XZ planes are selected
for observation. It is clearly seen that SDLM can well restore the dis-
tribution characteristics of scattered points. (e), (f ) RMSE quantitative
analysis of molecules either on the lateral plane or on the axial plane.

Fig. 5. (a) Localization results of SDLMon the 3D letter “A” shaped
map. The photon number is 200 in those simulations while
L � 20 nm. (b), (c) RMSE quantitative analysis of molecules either
on the lateral plane or on the axial plane.
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localization. The average RMSEs of lateral planes and axial
planes are 1.66 nm and 1.51 nm, respectively. We choose
the lattice of letters “A” as the fluorescent molecules and the
letter “A” is placed in different layers. In order to observe
the effect in the XY plane, five planes corresponding to differ-
ent Z -axis values (with 200-nm spacing) are compared. Five
XZ planes are also discussed with 500-nm separation to
estimate the lateral localization ability of SDLM. Although
not all the features of the letter “A” are included by SDLM,
the outline can be roughly seen. Due to the influence of back-
ground noise, the position inaccuracy is increased. The photon
budget is set to be 200. The detection circle diameter in the XY
plane and detection length in the Z axis are both 20 nm. By
contrast, the ∼200 nm SDS fails to discriminate most of the
molecules.

5. CONCLUSION AND OUTLOOK

This paper presents the principle of SDLM, as well as the sim-
ulation work of nanoscale localization applications. It is worth
noting that SDLM is a conspicuous combination of SMLM
and STED. It is concluded that dark-spot-based localization
nanoscopy, such as MINFLUX and SDLM, has the advantage
of high localization precision with low photon flux. Note that
MINFLUX and SDLM both require for the prerequisite of sin-
gle molecule excitation during each localization iteration.
However, in the aspect of molecular on–off principle, SDLM
is completely different from MINFLUX. As for MINFLUX,
only one molecule is activated and others remain silent so that
the localization sequence could be ensured, while, by virtue of
the stimulated emission depletion effect in SDLM, the only
molecule of interest in the doughnut center is registered for
primary coarse localization, leaving those off-the-center features
residing at the ground state.

We have emphasized the exceptional performance of
SDLM, but some issues have to be clarified. The fluorescent
nanoprobes with special excitation-emission spectrum compat-
ible for stimulated emission depletion will be highly desirable.
SDLM is especially compatible for the labeling system in which
the molecules are adjacent with ∼50 nm spacing. In order to
characterize even higher molecule density target (e.g., higher
than 400 molecules∕μm2), the reciprocal depletion power
has to be further increased which is detrimental to organic dyes
in biological utilizations. Inorganic, nonbleaching fluorescent
probes, such as quantum dots and fluorescent nanodiamonds
[10], will be applicable to biomedical circumstances with high
dye concentration. In addition, upconversion nanoparticles
(UCNPs) are also potential for SDLM in order to reduce
the applied depletion power since the saturation intensity of
UCNPs features 2 orders of magnitude lower than that of con-
ventional fluorescent probes [17].

As we know, a nonperfect intensity zero of a doughnut plays
an important role in the localization result. Also, the aberration
puts an upper limit to the applicable localization accuracy of
SDLM. In the future, more quantified study is expected to
be carried out considering more realistic factors. In our further
study, experimental work will be conducted and the attainable
resolution of SDLM could be evaluated by extensive ap-
proaches, such as Fourier ring correlation [18]. As one of

the advanced molecular localization mechanisms, SDLM is be-
lieved to hold great potential in biological and physical appli-
cations and to become another powerful tool for the study of
the micro world through the follow-up research.
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