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Light-emitting diodes (LEDs) are widely used for data transmission in emerging optical wireless communications
(OWC) systems. This paper analyzes the physical processes that limit the bandwidth and cause nonlinearities in
the light output of modern, high-efficiency LEDs. The processes of carrier transport, as well as carrier storage,
recombination, and leakage in the active region appear to affect the communications performance, but such
purely physics-based models are not yet commonly considered in the algorithms to optimize OWC systems.
Using a dynamic modeling of these phenomena, we compile a (invertable) signal processing model that describes
the signal distortion and a parameter estimation procedure that is feasible in an operational communications link.
We combine multiple approaches for steady-state and dynamic characterization to estimate such LED parameters.
We verify that, for a high-efficiency blue GaN LED, the models become sufficiently accurate to allow digital
compensation. We compare the simulation results using the model against optical measurements of harmonic
distortion and against measurements of the LED response to a deep rectangular current modulation. We show
how the topology of the model can be simplified, address the self-calibration techniques, and discuss the limits of
the presented approach. The model is suitable for the creation of improved nonlinear equalizers to enhance the
achievable bit rate in LED-based OWC systems and we believe it is significantly more realistic than LED models
commonly used in communications systems. © 2021 Chinese Laser Press

https://doi.org/10.1364/PRJ.416269

1. INTRODUCTION

Wireless communications has become an essential enabler for a
significant part of the activities of modern society. Continuous
exponential growth of the demand for data transfer challenges
engineers to search for less-congested alternatives to communi-
cations technologies based on radio frequency (RF). Optical
wireless communications (OWC) use visible, infrared, or ultra-
violet light to transmit data. OWC offer a number of advan-
tages over RF communications [1–3]. In particular, it offers an
extra layer of security due to the inability of the light to travel
across walls; it allows a very dense reuse as walls form a natural
spatial separation against interference; and it is not subject to
licensing and can be used in environments where RF commu-
nication is restricted (e.g., in hospitals, factories, or aircrafts).
Moreover, because OWC employ light as a carrier, significantly
more bandwidth is potentially available than for RF alternatives
[4]. The OWC technology can become a major breakthrough
to solve the current bandwidth crunch in wireless communi-
cations systems.

State-of-the-art solid-state lighting (SSL) systems rapidly
embrace further Internet of Things (IoT) sensing and

communications functionalities. The communications perfor-
mance of OWC continuously increases [5–7]. These systems
can be designed in several ways. First, illumination LEDs can
be directly employed to transmit data. Second, a lighting sys-
tem can be augmented with infrared LEDs to transmit data
independently of the illumination function. However, we wit-
ness that LED models now commonly used in the communi-
cations community do not yet capture the physics of modern
LEDs, and can be improved significantly [8].

Highly efficient infrared LEDs typically employ aluminium
indium gallium phosphide (InGaAIP) for its semiconductor
material, instead of indium gallium nitride, which is domi-
nantly used for blue and white illumination LEDs. A typical
white LED is made of a blue-emitting chip and phosphorous
particles that convert a part of the blue photons into light of a
wider spectrum to provide quality illumination with an ad-
equate color rendering index [9]. Therefore, the communica-
tions performance of such LEDs is limited by both the electrical
processes in the active region and the response of the phosphor
particles. Conventional yttrium aluminum garnet phosphors
have a long excited-state lifetime that limits the OWC
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phosphor-associated bandwidth [10–12]. The development
of a fast light-conversion material with a short radiative life-
time and high efficiency is still a significant challenge for
the SSL industry. Materials such as perovskite nanocrystals and
others have been shown to significantly increase the phosphor-
associated bandwidth [10,12–14], which can eliminate the
phosphor bottleneck for OWC. Phosphor-converted light
carries a low-pass filtered, attenuated copy of the signal.
Blue-pass filters can significantly extend the modulation
bandwidth [15–17], but at the cost of the deterioration of
the signal-to-noise ratio. In a typically thermal-noise-limited
channel, however, it may work counterproductively [18].
Interestingly, the general active region architecture of infrared
and visible light high-efficiency LEDs remains identical. The
same modeling approach can be applied for the chips of these
LEDs types. While the predominantly used modulation
method can cope with the low-pass nature of LEDs and phos-
phors, it is very sensitive to nonlinearities. This limits the usable
modulation depth and the achievable coverage and bit rates.
Therefore, we focus our investigation efforts on the combined
bandwidth and dynamic linearity of modern LED chips with
high efficiency.

Modern illumination LEDs are primarily designed to maxi-
mize light output. Their relatively large junction capacitance
limits the communications performance. For IR communica-
tion LEDs, the major bottleneck of OWC-enabled SSL systems
also is the low modulation bandwidth of the LEDs and the
nonlinear distortion of the signal [7,19,20]. To achieve high
data rates over a low-pass transfer function, orthogonal fre-
quency division multiplexing (OFDM) modulation is widely
employed [21,22]. As it splits the entire frequency band in
a many narrowband portions, it can precisely load all parts
of the signal spectrum with an optimized signal power and sig-
nal constellation [20,23,24]. However, OFDM modulation is
notoriously sensitive to any nonlinearity of the communica-
tions channel since distortion causes interference among the
various subcarriers. Hence, predicting and suppressing nonli-
nearities by signal processing potentially enhances the perfor-
mance, but requires a reliable model.

As we will review in Section 2 and have argued in Ref. [8],
often-used LED models may no longer realistically describe the
dynamic light output of modern LEDs and may oversimplify
the combination of memory effects and nonlinearities. Other
models may be overly generic and involve many parameters that
do not have a physical interpretation. On the other hand, mod-
els in physics literature often use parameters, such as the junc-
tion size that cannot be measured or calibrated in a running
communications system.

In this contribution, we demonstrate an approach to model
the dynamic light output based on the physics of the LEDs. We
translate this model into a discrete-time representation that is
suitable for digital signal processing, but is less commonly used
in physics-oriented LED modeling. In what we believe, to the
best of our knowledge, is a novel way, we combine methods of
characterization of the LED efficiency, cover multiple recom-
bination and leakage processes in an extension of the common
expressions for the ABC model, and propose a model charac-
terization procedure using differential carrier lifetime measure-

ments. In isolation, these methods were published previously in
the literature. Combining them enables us to compile a com-
munications model and a signal processing architecture. We
derive what we believe is a new procedure for unique and pre-
cise physics-based estimation of the radiative and nonradiative
recombination parameters that can be used in the field (i.e., in a
working communications system that sets equalizer parameters
on the fly). Typical parameters used in literature, such as the
effective size of the quantum well, require sophisticated (e.g.,
chip reverse-engineering) lab setups. Proprietary design data
can not be used in a real-time adaptive equalizer designed
by other parties. Moreover, these parameters are subject to
problems such as process spread and aging. Therefore, these
cannot be used in mass market products that run communica-
tions links that must compensate for component spread and
adapt to drifting parameters. We show that the proposed ap-
proach ensures a sufficiently precise modeling of the light out-
put and its distortion artefacts over a wide range of bias currents
and modulation depths. It only executes measurements that are
feasible in a standard operational system. This paves the way for
a new structure of nonlinear equalizers to enhance communi-
cations link performance.

After an initial review of existing communications models in
Section 2, we first define the phenomena limiting the optical
bandwidth. Second, inspired by methods to characterize effi-
ciency, we use a combination of steady-state light output
and small-signal optical response measurements to characterize
the recombination processes. Next, we propose the dynamic
nonlinear light output model and validate it against measure-
ments. Finally, we identify the most relevant and significant
parameters of the model and demonstrate how the model
can be simplified without jeopardizing accuracy. We compare
our model with models previously shown in the literature. The
obtained results can be used for effective reduction of intersym-
bol interference, for instance, using a predistorter, a nonlinear
equalizer, or digital waveform shaping, to extend approaches
like in Refs. [7,25–27].

2. LED MODELS FOR COMMUNICATIONS

A variety of models are used in communications, but their
foundation in semiconductor physics has been relatively lim-
ited. The term, intensity-modulated direct-detection (IM/DD)
channel, is often used to distinguish LEDs that modulate
the intensity of the photon flow from coherent phase and quad-
rature modulation possible with lasers. The non-negativity of
the photon flux requires a nonzero signal while most commu-
nications signals also take negative values. Non-negativity
causes the fundamental expressions by Shannon for the
AWGN channel to no longer apply. In 1971, a peak limitation
also was modeled, as excessive currents could damage the LED
after a thermal runaway [28]. This channel model, which sees
the LED as a linear, instantaneous conversion from current into
light intensity in a specific, but hard-limited range, remained
popular in information theory. It was used to optimize prob-
ability distributions of signals. However, it is doubtful whether
hard clipping of the light output is still a realistic model.
Particularly, we increasingly see that LEDs are no longer oper-
ated near their maximum tolerable power levels, but rather near
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their most efficient current setting, which is safely far below
thermal breakdown.

Other models focus on the profound low-pass nature of the
LED junction, as this was recognized to be the dominant limit-
ing factor in the bit rates achieved in visual light communica-
tion (VLC) systems. The low-pass characteristic has been
modeled as a linear time-invariant (LTI) filtering [29] and
its time constant is on the order of magnitude of the radiative
recombination time [30], or as communications engineers see
it, the RC time constant of the junction capacitance and the
dynamic resistance of the LED.

To increase the LED speed, techniques were developed to
electrically compensate the low-pass behavior [31]; for instance,
by using a pre-emphasis, a.k.a. a bandwidth extension.
However, interpreted from an information–theoretical point
of view, boosting high-frequency modulation can be counter-
productive: it requires a power backoff to accommodate signal
peaks and reduces the overall signal-to-noise ratio (SNR) [32].
Optimally, modulation strategies accept the low-pass nature of
the LED and maximize the achievable throughput using
Lagrangian (“waterfilling”) theories to exploit the channel
where it performs best, but nonetheless modulate the LED
far beyond its 3 dB bandwidth.

Analytical expressions are now known for the throughput of
noise-limited, low-pass channels [32]. These approaches mostly
assume a linear channel. The LED nonlinearity has been ad-
dressed as a separate memoryless effect using a polynomial cur-
rent-to-light curve [33,34]; in other words, where the output of
nonlinear block only depends on the current input and non-
linearity does not involve memory effects. TheWiener [35] and
Hammerstein [36] model includes a linear time-invariant (LTI)
filter (low-pass filter) concatenated with such a separate mem-
oryless nonlinearity. Yet, the LED exhibits not only instanta-
neous nonlinear effects, but also shows a dependency on the
charge built up and the hole electron flows in the (recent) past
status [25]. A generic approach has been based on the Volterra
series [25,37–39]. In a Volterra model, a memory of length N
leads to as many as Np coefficients for the pth kernel function
[25,40]. Its complexity can lead to practical problems. A
memory polynomial model that reduces complexity was ini-
tially proposed for signal predistortion in the power amplifier
(PA) [41,42], and it was recently considered for a pre-distorter
(post-distorter) in VLC [36,43]. The Wiener [35] and
Hammerstein [36] models can be seen as an overly simplified
subset of the Volterra model. Yet, a too heavily pruned and
truncated Volterra series and memory polynomial models do
not necessarily accurately model real LEDs.

Eye diagrams are a popular way to study intersymbol inter-
ference caused by frequency selectivity and nonlinearities.
Refs. [7,8,18,44] consistently show slower LED responses at
lower signal levels and differences between rise and fall times,
which cannot be explained by the simplified models above. As
discussed in Ref. [7], the LTI low-pass model can only predict
equal signal level spacings, equal eye openings at all levels, equal
fall and rise times, and a well-defined optimum sampling mo-
ment. On the other hand, a memoryless polynomial nonlinear
channel can model different signal levels, but neither an un-
equal rise and fall time nor a right skew. Combining these

two into a cascade, the Wiener model assumes an LTI low-pass
filter followed by a memoryless nonlinearity. This can model
the different signal level spacings at the receiver, but cannot
account for different time constants during the rise and fall
ramp and cannot explain the signal-level dependent location
of the timing at which the eye opening is largest. Similarly,
the Hammerstein model, which starts with a memoryless non-
linearity followed by an LTI system, fails to capture any dy-
namic nonlinearities that are subject to hole electron charge
memory in the LED junction. Experimentally, we found that
the Wiener and Hammerstein models visually give almost the
same eye diagram. Although sophisticated models such as the
Volterra-based model can, to a large extent, model the closure
and signal-level dependent timing shift (right-skew) in the eye,
it allows more degrees of freedom than physically justified.
Coefficient estimation and compensation can become faster,
easier, and less power-consuming with physics-based, low-
complexity models with just the essential parameters.

We believe that there is room to improve communications
systems by modeling the LED response more realistically, ex-
ploiting the hole–electron recombination models. However,
these must be mapped into an appropriate framework, suitable
for probing via signals compatible with a running communi-
cations signaling system. In the next section, we review the dy-
namic response of LEDs to improve communications
modeling.

3. DYNAMIC PHOTON GENERATION MODELS

The multiple quantum well (MQW) architecture of the p−n
junction is typically used for modern high-efficiency LEDs.
Quantum wells (QWs) form narrow regions of high concen-
tration of electrons and holes. These high carrier concentrations
facilitate the radiative recombination, to provide a superior
light conversion efficiency. Inside a p−n junction, the
MQW is sandwiched between the doped cladding layers. As
shown in Fig. 1, these claddings form a space-charge region
(SCR), which represents a depletion region in a doped semi-
conductor. The mobile charge carriers in this area diffuse away,
leaving ionized donor or acceptor atoms if no forward current is
applied. Under a forward bias condition, the mobile carriers are
injected into the SCR at a rate of I∕q, where I is the forward

Fig. 1. Model of the p−n junction. Multiple quantum well structure
is designated as a singular QW.
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current and q is the elementary charge. First, the injected car-
riers neutralize the SCR ions. This facilitates the diffusion cur-
rent toward the QWs f dif . Next, the QWs trap the diffused
carriers. The carriers trapped in the QWs can either recombine
with the rate of f rec or escape the QWs, causing carrier leakage
out of the active region at a rate of f leak. The leakage is caused
by the thermionic emission, carrier overflow, and other mech-
anisms [45].

The small-signal analysis technique was shown to be a
powerful tool to characterize semiconductor devices such as
LEDs and laser diodes [46–50]. The work of David et al. [51]
shows that the QW recombination, carrier leakage, and the
transport of the carriers impact the dynamic optical response
of InGaN high-efficiency LEDs. The analytical solution of
the small signal optical response derived in this work contains
two poles. The first one, a low–frequency pole, depends on the
carrier recombination and the QW leakage rates. The second
one, the high–frequency pole, relates to the transport (diffu-
sion) processes. The characteristic frequency of the first one
usually is seen at several MHz and the second one is at hun-
dreds of MHz. The 3 dB optical bandwidth is related to the
low–frequency pole in the impedance, as both relate to the time
constants of recombination and leakage processes. The trans-
port phenomena only impact the optical response significantly
at very high frequencies where the optical signal response is al-
ready highly attenuated by the first pole and which are not
practically relevant for data communication. In other words,
the transport processes through the SCR toward MQW are sig-
nificantly faster than the characteristic recombination lifetime
of the carriers, at least for GaN/InGaN illumination
LEDs [18].

We use a rate equation to describe the carrier dynamics in-
side a p−n junction and connect it to the light output. Our
modeling of the rate equations is subject to the following sim-
plifications: we do not consider SCR transport phenomena to
introduce any latency, based on findings from the small-signal
analysis. We neglect any recombination in the SCR and GaN
cladding layers, as these regions contain significantly lower car-
rier concentrations. We model the MQW structure as a single
equivalent QW. This is reasonable because carrier transient
times between the QWs in a GaN MQW structure have been
reported to be in the range of a femtosecond [52,53] in InGaN/
GaN LEDs. This is significantly faster than the characteristic
times of the carrier recombination and of the QW escape proc-
esses. Thus, we may neglect the carrier transport between the
QWs and can see the MQW structure as equivalent to a sin-
gular effective QW. We assume a uniform carrier distribution
in this QW. We assume the populations of the electrons and
holes to be equal and we use a single-particle rate equation
modeling approach, similar to Ref. [51].

Designating the total population of carriers in the effective
QW as N qw, we obtain the following rate equation for the QW
population

_N qw � I
q
− f rec − f leak : (1)

Next, we analyze and model the recombination and the leakage
rates, denoted in Fig. 1 as f rec and f leak, respectively.

A. Recombination
The carriers in a QW recombine in multiple channels. In fact,
f rec consists of multiple terms representing different mecha-
nisms, as depicted in Fig. 2. According to the standard
ABC model [54],

f rec � AN qw � BN 2
qw � CN 3

qw, (2)

where A, B, and C are the coefficients characterizing the
dominant recombination channels. These channels are
Shockley–Read–Hall (SRH) trap-assisted recombination,
bimolecular radiative recombination, and Auger recombina-
tion, respectively.

The linear A-term is SRH, covering the process of an elec-
tron passing through a localized energy state (a so-called trap)
between the valence and the conduction bands related to a de-
fect in a crystal lattice. The energy is typically released in form
of a phonon (i.e., a crystal lattice vibration). The rate of SRH
recombination is linearly proportional to (the first power of )
the carrier population in the QW N qw; thus, it is dominant
at low injection currents.

Bimolecular recombination requires two particles: one elec-
tron and one hole. An electron directly recombines with a hole
while the difference in energy releases as a photon. This recom-
bination mechanism is the only one that results in light emis-
sion. Two particles must be present in the vicinity of each other
for this recombination to occur. Thus, the rate of this process is
proportional to N 2

qw and it is the dominant mechanism at
medium currents. The total light output power is p �
ηBN 2

qw, where η is the energy per photon.
Finally, Auger recombination requires three particles. In the

case of an Auger recombination, an electron and a photon re-
combine and the released energy is absorbed by a third carrier;
hence, the third powerN 3

qw in the C -term. As a result, the third
carrier moves to a higher energy state within the same band.
Thus, no light is emitted during an Auger recombination.
The Auger recombination rate becomes significant at high bias
currents and is considered to be one of the major reasons for
LED efficiency droop.

Traditionally, in literature devoted to modeling of the dy-
namic light output, the recombination rates corresponding
to these different channels are estimated based on the assump-
tions of the QW thickness, its volume, and the characteristic
rates of the recombination processes. These physical estima-
tions are not reliable since none of these parameters can be mea-
sured directly. Moreover, we are interested in building a model
that can be used by self-adjusting communications algorithms

Fig. 2. Schematic diagram illustrating dominant recombination
mechanisms.
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in mass market communications equipment, without factory
calibration, that have to estimate (varying) parameters in
real-time in the field. This prohibits the use of properties and
dimensions of the active region structures that are subject to
process spread. Thus, instead of the carrier concentration
and the QW volume traditionally used in literature, we use the
total number of the carriers. In other words, our ABC param-
eters define the total rates of carrier recombination and leakage
in the whole active region.

B. Leakage
The carrier leakage rate f leak in the active region is caused by
multiple mechanisms such as thermionic emission and carrier
overflow, but also many other effects. In scientific literature, there
are still ongoing investigations and different mechanisms are seen
as the dominant effect [55]. Nevertheless, in a formal approach
these can be expanded into a Taylor series of N qw [56,57],

f leak � aN qw � bN 2
qw � cN 3

qw � f 0
leak�N qw�, (3)

where f 0
leak�N qw� represents higher-order terms (m � 4, 5…).

Justification of this approach is based on the empirically observed
method to describe the tunneling, thermionic escape, and over-
flow currents in InGaN/GaN LEDs by using a diode equation
with a larger ideality factor [58–60]. Following the approach of
references [56,57], the expansion in Eq. (3) of f leak can be
united with the model in Eq. (2) for f rec by

f rec � f leak � A 0N qw � B 0N 2
qw � C 0N 3

qw � f 0
leak�N qw�,

(4)

where A 0, B 0, and C 0 are new coefficients defined as
A 0 � A� a, B 0 � B � b, and C 0 � C � c. Similar to
Ref. [56], we substitute the sum of the f rec and f leak terms
in Eq. (1) using Eq. (4). Unlike in the case of a classical
ABC model, the modified parameters are determined not only
by the recombination processes, but also by the leakage phenom-
ena. Now if A 0, B 0, and C 0 parameters and the dependence of
f leak onN qw are known, we can numerically solve Eq. (1) for an
arbitrary, and even rapidly time-varying current input to predict
the light output, that is proportional to the radiative recombi-
nation rate.

4. MODEL PARAMETER CHARACTERIZATION

Neither the carrier recombination rate f rec nor the active region
leakage rate f leak nor the QW carrier population N qw can be
directly measured in practice. Thus, we use a combination of
steady-state measurements of light conversion efficiency and
dynamic measurements of 3 dB small-signal modulation re-
sponse to estimate the A 0, B 0, and C 0 parameters defining these
values. In this section, we discuss an implementation of how
these parameters can be derived in a laboratory environment.
Section 6 discusses possible in-field implementations for com-
munications systems. We consider the possible usage of an in-
expensive, unobtrusive light intensity detector at the
communications transmitter.

The internal quantum efficiency (IQE) is defined by the
fraction of the injected carriers that is converted into photons.
Therefore, it equals the ratio between the radiative recombina-
tion rate and the total recombination and leakage rate, and can
be written as

IQE � BN 2
qw

A 0N qw � B 0N 2
qw � C 0N 3

qw � f 0
leak�N qw�

: (5)

The enumerator only respresents the light-generating contribu-
tions; thus, it contains a B term, not a B 0 one. Regrettably, IQE
cannot be measured directly. Yet, a method to characterize it is
known. In particular, it can be done by measuring the external
quantum efficiency (EQE), defined as the ratio of the number
of photons emitted by an LED package to the number of car-
riers injected into it. The EQE is dependent on IQE as
EQE � LEE × IQE, where LEE is light extraction efficiency
that addresses photon losses inside the LED package. The
LEE is assumed to be independent of the bias current and
the temperature conditions. Thus, EQE can be written as

EQE� LEE ×
B
B 0 ×

B 0N 2
qw

A 0N qw � B 0N 2
qw �C 0N 3

qw � f 0
leak�N qw�

:

(6)

With this, the analysis demonstrated by Karpov [54] can be
adapted to characterize the efficiency with dimensionless
parameters. EQE can be expressed in a form of

EQE � LEE ×
B
B 0 ×

Q 0

Q 0 � �p∕pmax�0.5 � �p∕pmax�−0.5
, (7)

where Q 0 is a dimensionless parameter similar to the quality
factor [54], which is defined as

Q 0 � B 0∕
ffiffiffiffiffiffiffiffiffiffi
A 0C 0p

, (8)
denoting p as the light output, and pmax is the light output cor-
responding to the maximum of EQE. The maximum external
quantum efficiency EQEmax is

EQEmax � LEE ×
B
B 0 ×

Q 0

Q 0 � 2
: (9)

By normalizing EQE and p to their values taken at maximum
efficiency, an expression can be derived in which neither LEE
nor B nor B 0 plays a role:

EQE

EQEmax

� Q 0 � 2

Q 0 � �p∕pmax�0.5 � �p∕pmax�−0.5
: (10)

The normalized EQE∕EQEmax and p∕pmax ratios can easily
be obtained from p versus I measurements. Q 0 can be obtained
either by a least-square fitting of Eq. (10) or by plotting the
EQEmax∕EQE ratio versus �p∕pmax�0.5 � �p∕pmax�−0.5 and
approximating the plot by a linear function toward the vertical
axis [61]. The interception point will define the maximum
IQE. By definition, in Eq. (8), the quality factor Q 0 relates
the A 0, B 0, and C 0 parameters to each other. As Q 0 can be esti-
mated, we have to find two more independent equations that
relate these parameters to estimate all unambiguously.

We refer to the work of Ryu et al. [62] that relates the cur-
rent Imax corresponding to the maximum IQE and to the
classical ABC parameters. By adapting this approach to the
A 0, B 0, and C 0 parameters considered in this paper, we obtain

Imax � q
A 0

C 0 �B 0 � 2
ffiffiffiffiffiffiffiffiffiffi
A 0C 0p

�: (11)

A useful equation connecting A 0 and C 0 is derived from
Eqs. (8) and (11):
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C 0 � A 03
�

q
Imax �Q 0 � 2�

�
2

: (12)

A further independent equation is obtained from the differ-
ential carrier lifetime analysis. The differential lifetime is de-
fined as τ−1 � d�f rec�f leak�

dN qw
. Thus, following the reinterpreted

ABC model in Eq. (4),

τ � 1

A 0 � 2B 0N qw � 3C 0N 2
qw

: (13)

However, it is not directly related to the previously discussed
pmax and Q

0. Schiavon et al. [63] connected the differential car-
rier lifetime τ to p∕pmax and the classical quality factor. Again,
by expanding the approach to the A 0, B 0, C 0, and Q 0 param-
eters, we obtain

τ � A 0−1

1� 2Q 0�p∕pmax�0.5 � 3�p∕pmax�
: (14)

The carrier lifetime can be straightforwardly extracted from a
small-signal 3 dB bandwidth measurement using

f 3 dB � 1

2πτ
: (15)

The schematic diagram presented in Fig. 3 is used to mea-
sure a commercially available blue LED. Modulation requires a
power amplifier to drive the LED. Commercially available RF
amplifiers are designed for a 50 Ω output, which mismatches
the LED dynamic resistance of about 1 Ω. As wideband
impedance transforming would introduce many electronic
parasitic effects, lab RF amplifiers are not suitable for our tests.
We custom-designed an AC and DC current-controlling
modulator. It consists of a miniaturized (thus short wired)
series-transistor modulator topology with AC feedback control
of the emitter current and DC biasing control, designed using
the principles described in detail in Ref. [64]. This ensures
current driving. That is, the modulator forces a well-defined
current into the LED, rather than placing a voltage across
the LED. So the modulator can be seen as one with a very high
output impedance, which is inherent to an AC current source
[64,65]. A structure with a feedback sense resistor can further
help to guarantee this and mitigate the distortion caused by
a nonlinear current–voltage (I–V) curve of the LED [64], of-
fering a better fit with ABC models based on electron flows
(thus, currents).

We use a high-bandwidth oscilloscope to monitor the pho-
todiode output signal, the LED modulation, and bias currents.
The emitter current, as sensed across the sense resistor, is passed
through a filter and fed to the inverting input of an operational
amplifier. On the noninverting input of the operation ampli-
fier, the desired modulation signal is applied. Furthermore, the
operational amplifier has a frequency-limiting arrangement to
ensure a smooth roll-off at approximately 200 MHz. The op-
tical signal is detected by a photodetector (C12702 series,
Hamamatsu Photonics KK, Hamamatsu, Japan), equipped
with a silicon photodiode (Si APD) and a preamplifier.

The steady-state efficiency dependence on the current was
measured with an integration sphere. The LED junction tem-
perature is controlled by a thermostat. Preliminary junction-to-
case thermal resistance measurements were performed to ensure
precise junction temperature control at any bias current. In all
of the discussed experiments, we set the junction temperature
to 50°C. The thermal resistance measurements and tempera-
ture control were done in accordance with the JESD51 series
of standards.

5. RESULTS

A. Numerical Model Parameter Extraction
The results of the normalized EQE measurements are pre-
sented in Fig. 4. We use the data to fit the parameters of
the model defined in Eq. (7). In the fitting procedure, we in-
clude only data points up to the maximum of EQE to avoid the
impact of the efficiency droop. In fact, droop can not be ac-
counted for without high-order terms of recombination and
leakage. The fitting yields a quality factor of Q � 7.0 and a
current Imax � 15.4 mA correspondent to the maximum
efficiency.

Next, we perform two small-signal measurements of the op-
tical response at bias currents of I � 75 mA and I � 150 mA.
We use two bias conditions to perform a cross-validation. The
modulation depth was chosen so no significant harmonics oc-
cur, but was large enough to avoid noise problems. The optical
small-signal response measurement results are presented in

Fig. 3. Schematic diagram of the measurement system.
Fig. 4. Normalized EQE measurement results and recombination
model fits. The plots are separated by 3 dB.
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Fig. 5. The derived 3 dB roll-off frequencies are 3.63 MHz and
5.46 MHz, respectively. These translate to characteristic carrier
lifetimes of τ equal to 4.4 × 10−8 and 2.9 × 10−8 s, respectively.

We separately determine two sets of the A 0, B 0, and C 0

parameters for the two bias conditions. First, we use Eq. (14)
to determine A 0. Second, we employ Eqs. (8) and (12) to find
B 0 and C 0 for each bias current.

The obtained parameters are practically identical with less
than a 2% difference. The resulting averaged values are A 0 �
5.23 × 105 s−1, B 0 �1.81×10−4 s−1, and C 0 �1.25×10−15 s−1.
Further higher-order terms of the leakage rate [f 0

leak�N qw� with
m above 3] can be estimated as a difference between the mea-
sured injection rate I∕q and the sum of the total recombination
and leakage rates predicted by the modified ABC model. To
also capture the residual f 0

leak�N qw�, we fit this to a
fourth-order leakage term D 0N 4

qw, although this may not re-
present a single, specific physical mechanism. We obtain
D 0 � 2.2 × 10−27 s−1.

The resulting “ABC � D” model fit is presented in Fig. 4.
The results indicate that the fourth-order polynomial enhances
the characterization of the LED efficiency in the droop regime.
Additional higher-order terms that characterize the leakage rate
(e.g., ∼E 0N 5

qw), can be added to the model in a similar manner.
Yet, we limit the leakage current expansion to a fourth-order
polynomial one and assume f 0

leak�N qw� ≈ D 0N 4
qw.

B. Model Verification
To evaluate how accurately the model and its estimated param-
eters predict communications signals, we compare its outcome
with measured signal responses. A finite-difference method
analysis is applied to numerically solve the rate equation that
characterizes the QW carrier population N qw and to determine
the radiative recombination rate f rad proportional to the light
intensity p. We use the difference scheme

N qw �t � dt� � N qw�t � � dt�I �t �∕q − A 0N qw�t � − B 0N 2
qw�t�

− C 0N 3
qw�t� − f �Nm

qw��t��,
f rad�t� � N 2

qw�t �, (16)

where t and dt represent time and time step, respectively.
Here, we insert our estimated values of A 0,B 0, and C 0. We

simulate the LED light output response to a large sinusoidal

modulation, with a significant deviation around the DC bias.
Stepped frequency simulations are used. The model parameters
derived in Section 5.A are used. We monitor the first three har-
monics of the light output response at each modulation fre-
quency. Validation is done by a comparison of experimental
and measurement data. The complete radiant flux of the
LED could not be captured physically by our setup.
Therefore, when comparing simulated data to the experimental
data, we eliminate any differences caused by modulation–
frequency–independent propagation path losses in the setup.
In other words, in Fig. 6, the amplitudes of the simulated signal
are matched to the light output at a low frequency that is not
subject to LED bandwidth limitations.

Figure 6(a) plots the harmonic content in the light output
for a stepped modulation frequency with a bias current fixed
at 75 mA and a sinusoidal modulation with a peak-to-peak

Fig. 6. Stepped frequency measurement and simulation results of
LED optical signal harmonic distortion. (a) Bias current 75 mA
peak-to-peak sinusoidal modulation of 100 mA. (b) Bias current
150 mA peak-to-peak sinusoidal modulation of 200 mA. The horizon-
tal axis is the frequency of the fundamental, not of the harmonic it self.

Fig. 5. Normalized small-signal optical response measurements and
one pole low-pass filter fits. Low current measurements are shifted up
by 3 dB to avoid visually overlapping curves.
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amplitude of 100 mA. Figure 6(b) is related to a 150 mA bias
current and a 200 mA peak-to-peak modulation amplitude.

Our predicted distortion in the light output signal is in a
good agreement with the experimental measurements, at least
at frequencies that are not too high. The deviation at higher
frequencies between the experimental and simulated data in
the second, but particularly the third, harmonic of the light
output, as seen in Fig. 6, can be associated with imperfections
in the electronics, as we also observed some harmonic distortion
in the driving current. We suspect modulator imperfections are
causing the discrepancy at higher frequencies. In particular, a
potential explanation is that current-voltage nonlinearities may
be suppressed less effectively by the response of the feedback
loop [64] at these high frequencies.

At all frequencies, we see that the second harmonic is highly
dominant. Moreover, we see second-order distortion appear at
low modulation depths where clipping effects are insignificant.
The nonlinearity from the ABC (or A 0B 0C 0 model) is particu-
larly relevant for links with a good SNR that would justify
higher constellations; say, 1024 QAM and above.

The above characterization of harmonics as a function of
frequency is particularly relevant to OFDM modulation.
The LED model also covers intermodulation that causes inter-
carrier interference in OFDM.

For pulse amplitude modulation (PAM), the rise and fall
curves are mostly used to describe performance. To this
end, we simulate and measure the optical response to two-level
PAM. In the experiment, we use two current levels: 50 mA and
250 mA, alternating at a frequency of 3 MHz with a step tran-
sition. We measure both the light output response and the
modulation current through the LED. We feed our numerical
model with the current measurements data. The comparison of
the simulation and measurements results is presented in Fig. 7.

Two model variations are used to simulate light responses.
The first one corresponds to Eq. (16). The second one is a re-
duced “BC” model with no A 0 and D 0 parameters. We observe
that both the full and the reduced models provide practically
identical results.

We also experimented with inclusion of the higher-order
leakage terms f 0

leak ∼ Nm
qw�m ≥ 5�. This enabled a better fit

of the static EQE curve. However, it did not increase the ac-
curacy of the dynamic optical response simulations. We asso-
ciate this with the fact that the ABC model is only an
approximation of the complex physics inside the active region
of an LED. In particular, we have postulated that the ABC
parameters do not change with the bias current, and that
the populations of electrons and holes are homogeneous and
equal. Both of these assumptions are approximations. Small
variations of the B and C parameters have been reported at high
bias currents [66]. The polarization field is known to separate
the electrons and holes populations [67] and makes the distri-
butions of carriers not homogeneous. Moreover, other aspects
such as differences in the mobilities of holes and electrons may
also affect the approach precision. All these phenomena create
additional light output distortion that cannot be physically cap-
tured by the ABC model. Thus, we conclude that the absence
of further convergence of the dynamic modeling results to the
measured data is primarily caused by (small) violations of the
assumptions behind the ABC model.

C. Sensitivity to Measurement Errors
The approach that we study here is relatively well conditioned.
For instance, making an error of 1% in a 3 dB bandwidth es-
timation gives an error of approximately 1%, 2%, and 3% in
A 0, B 0, and C 0 parameters, respectively. This translates into an
error of less than 4% and 8% in the estimation of the ampli-
tudes of the second and third harmonics, respectively. A 1%
error in Q estimation translates to approximately 0.6%,
0.5%, and 0.3% errors in A 0, B 0, and C 0 parameters, respec-
tively, and less than a 1% error in the amplitude estimations of
the second and third harmonics, in the considered frequency
range. Inclusion of the D 0 term can lead to a deviation of
up to 30% (1.1 dB) in the estimates of the amplitudes of the
second and the third harmonics primarily at low (∼105 Hz)
and high modulation frequencies (say, above 107 Hz).
Nonetheless, this deviation remains below the modeling accu-
racy in these regions. As demonstrated in Fig. 6, the model
mismatch can reach several dB there. Moreover, as shown in
Fig. 7 and discussed in the previous paragraph, it does not in-
crease the overall accuracy. Yet, at higher bias currents, the im-
pact of a D 0 term may be significantly larger. As shown in
Section 6, the second-order distortion from it can be effectively
captured in α2.

6. USE IN REAL-TIME COMMUNICATIONS
SYSTEMS

We have demonstrated, characterized, and verified a nonlinear
model to predict the distortion in the dynamic light output.
Unlike the modeling approaches that were demonstrated ear-
lier, our method relies on a direct estimation of the parameters
characterizing total recombination and leakage rates. This elim-
inates the errors associated with indirect estimation of the SRC,
radiative, and Auger recombination rates, and the volume of
the active region and other parameters commonly used in pre-
vious works based on the ABC model-like approach [7,18]. As
an example, previous works had to assume the presence of a

Fig. 7. Two-level pulse amplitude modulation measurements and
simulation results. The experimentally measured current is used as
an input for optical output simulation. The rise and the fall times
are significantly different due to the nonlinear effects.
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significant level of doping in the active region to fit the model
and to correctly predict the optical response, including nonli-
nearities. In reality, high-efficiency LEDs have an intrinsic ac-
tive region, since doping atoms increase the number of defects
and severely decrease the light output efficiency. Thus, previ-
ously reported models may not necessarily fit reality in the best
possible way. Moreover, we demonstrate that our modeling ap-
proach, beside the recombination phenomena, also accounts
for the impact of the active region carrier leakage. This ensures
the property of the boundary condition independence of the
model. Thus, we believe that our approach makes LED models
better suited for real-time estimation to enhance the perfor-
mance of communications systems.

A. Real-Time Parameter Estimation and Self-
Calibration
Inside an operational communications system, an EQE mea-
surement setup is not feasible. Therefore, we extend this
method by defining an effective (remote) communications
quantum efficiency CQE � H × LEE × IQE, where CQE rep-
resents the ratio of the number of photons received by a remote
detector over the number of carriers injected into the LED, and
where H represents an optical path loss between the emitter
and the detector. Thus, EQE and CQE are directly related
as EQE � CQE∕H . This enables a self-calibration for Li-Fi
systems. Real-time tracking of system parameters is common
practice in mobile communications where the (linear) propa-
gation channel response changes rapidly and adaptive equalizers
must compensate for it. However, it is not yet a common prac-
tice to estimate nonlinear LED parameters. We believe that this
is nonetheless feasible and can improve OWC performance [8].
Dynamic tracking of LED properties may be required due to
changes in temperature that influence the recombination and
leakage processes and drift, due to the aging of an LED. The
self-calibration procedure can be summarized as the following
sequence.

• Make a reference measurement with I � 0 to calibrate
out the background light.

• Measure the received light power pr�I i� for a series of in-
creasing currents I i, while letting the LED reach a steady-state
output level.

• Estimate the Q 0 coefficient by fitting the experimental
data of CQE∕CQEmax versus pr∕pr,max, using Eq. (10).

• Estimate 3 dB bandwidth at the DC bias I 0. In practice,
the 3 dB bandwidth can be estimated as part of an orthogonal
frequency division multiplexing (OFDM) modulation system.
OFDM splits the available bandwidth into a dense grid of par-
allel subcarrier frequencies, and the signal attenuation is mea-
sured for each one. Fitting this with a first-order low-pass filter
gives an estimate of the 3 dB bandwidth. Alternatively, the 3 dB
bandwidth can be estimated by a frequency sweep.

• Now pr�I 0�∕pr,max at the DC bias I 0 at which the system
will operate can be calculated and the A 0 parameter can be ex-
tracted using Eq. (14) and the estimate of the 3 dB bandwidth.

• Evaluate the C 0 parameter using Eq. (12).
• Finally, estimate B 0 by using Eq. (8).

A number of practical issues may arise during execution of
the proposed method. For example, the presence of the ambi-
ent light may significantly decrease the accuracy of the low light

output measurements required to precisely characterize the
CQE around Imax point and perform the Q 0 fit. To overcome
this problem, first we reduce the complexity of the model by
omitting the insignificant parameters. Second, we propose an
alternative characterization procedure suitable for the reduced
model. The procedure is based on a pair of small-signal 3 dB
bandwidth measurements performed at different bias currents.

B. Model Reduction
The model is built by using the underlying physics as a basis.
The demonstrated uniqueness of the parameter estimation en-
ables analysis of the significance of the impact of various mech-
anisms on the accuracy of the nonlinear light output modeling.
Radiative and Auger recombination mechanisms are two of the
most dominant under the recommended bias current condi-
tions for blue GaN LEDs. Thus, we expect the B 0 and C 0 co-
efficients of the model to have the most impact on the optical
bandwidth and the linearity of the light output. Indeed, the
simulation results in Fig. 7 demonstrate that a truncated model
with A 0 � 0 and D 0 � 0 parameters equally predicts the light
output distortion accurately. The truncated model was also
used to repeat the simulations presented in Fig. 6. Similar
to the case of PAM, the truncated model provides practically
identical results for the harmonic distortion evaluation.

This inspires us to propose a simplified nonlinear LED
model that can predict dynamic nonlinearity. The model is pre-
sented in Fig. 8. It simulates two recombination channels. The
recombination rate through the “radiative” channels is propor-
tional to the light output p. Thus, this model has only two
parameters characterizing the nonlinearity. This is significantly
lower than the number of parameters of the models proposed
previously in the literature. The light output p is proportional
to the square ofN qw. Yet, in a practical communications system,
a strong DC bias ensures that the dominant signal component is
linear with small modulation variations in I . The light output
power is further proportional to B. This is intentionally omitted
in Fig. 8, because all wireless communications systems are de-
signed to handle variable range attenuation changes.

The exclusion of the A 0 parameter out of the model has two
main prerequisites. First, the parameter defines the linear com-
ponent of the leakage and recombination rates dependence
on N qw, so it does not directly contribute to the generation

Fig. 8. Discrete-time model for QW carrier dynamics used for sim-
ulation of the large-signal light output. T s represents time delay. Light
output p is proportional to the squared population of carriers ∼N 2

qw ,
thus also proportional to ∼B 0N 2

qw. Parameters T sA 0 and T sD 0 can be
neglected if modulation is around the nominal bias current.
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of harmonics. Second, the fraction of the SRH recombination
rate is relatively low at nominal operational currents of the GaN
LEDs. Therefore, the BCmodel describes the light output with
sufficient accuracy. For instance, the BC model predicts the
3 dB bandwidth with an error of less than 0.5% (compared to
the ABC model) for a forward current above 75 mA. This is
significantly below the expected accuracy of the estimation
of the bandwidth in-field. Moreover, numerical experiments
reveal that error of the reduced model for a two-level PAM
(250 mA and 0.25 mA, 0.998 depth) 3 MHz is below 0.5%
of the absolute value, after amplitude normalization (below
1.5% without it) compared to the full ABC model. This ob-
servation enables straightforward in-field calibration.

C. Reduced Model Self-Calibration
We have shown that just the B 0 and C 0 coefficients of the ABC
model are enough to predict the nonlinearity around a nominal
bias current setting. In other words, a communications system
can estimate in real-time the LED channel response and cor-
respondingly operate a nonlinear equalizer or a distortion com-
pensator. We use a steady-state solution of Eqs. (1) and (4) and
the definition of the differential carrier lifetime and 3 dB
optical response bandwidth, in Eqs. (13) and (15). Assuming
A 0 ≈ 0, the forward current I and the optical 3 dB cutoff fre-
quency f 3 dB of a small-signal modulation are determined,
respectively, as

I ≈ q�B 0N 2
qw � C 0N 3

qw�,

f 3 dB ≈
2B 0N qw � 3C 0N 2

qw

2π
: (17)

The equations above create a closed system if expressed for two
bias currents I �1,2� and their corresponding f 3 dB�1,2� values. It
has a unique solution if we further impose B 0 > 0, C 0 > 0, and
Nqw�1,2� > 0. Using more measurements would allow a least-
squares estimate. Using small-signal measurements demon-
strated in Fig. 5, we estimated B 0 � 1.78 × 10−4 and
C 0 � 1.07 × 10−15. These are in a good agreement with the
derivation based on the quality factor. We repeat the numerical
simulations presented in Figs. 6 and 7 with the coefficients de-
rived in this section. The results are in excellent agreement with
the simulations based on the full ABC model derived by ana-
lyzing the quality factor.

D. DC-Biased Communications
Figure 8 describes an unbiased discrete-time equivalent large-
signal LED model. However, most communications systems
use a DC bias to linearize the response and to allow not

only positive but also negative modulation signals. Spitting
I � I � i�t�, normalizing amperes to electrons per sampling
interval by multiplying by T s∕q, and splitting N qw �
N qw � nqw�t� reveals small-signal filter taps. In the feedback
channel, the low-pass nature is reflected in the linear feedback
term α1� 1−T s�A 0 �2B 0N qw�3C 0N 2

qw�4D 0N 3
qw�…�,

which leads to a 3 dB attenuation at f � 1∕�2πτ� �
�A 0 � 2B 0N qw � 3C 0N 2

qw � 4D 0N 3
qw �…�∕�2π� and which

shifts upward with larger biases I , thus a larger N qw. The dom-
inant nonlinear tap is the second-order α2 � T s�B 0�
3C 0N qw � 6D 0N 2

qw �…�, followed by the cubic term of
α3 � T sC 0 � 4D 0N qw �…. The feedforward channel has a
linear path α4 � 2BN qw and a squaring path α5 � B, as
shown in Fig. 9.

The model that we verify here can be inverted in a commu-
nications system to suppress distortion. Anticipating the veri-
fication of the LED model, which is the focus of this paper,
nonlinear equalizers inspired on similar structures are being
tested, but that is out of the scope of this paper. Very recently,
in Ref. [68] Mardani et al. claimed that distortion compensa-
tion based on a nonlinear LED model can reduce the power
consumption in a communications link by 70% while main-
taining the system throughput.

E. Modeling Limitations
The A 0, B 0, and C 0 parameters of the modified ABC model
incorporate leakage current terms. Therefore, this model is ap-
propriate only if the characteristic times of the recombination
and leakage processes remain constant. Carrier thermionic es-
cape is one of the main contributors to leakage current.
According to the standard theory of thermionic emission,
the thermionic escape current J therm over a QW barrier can
be written as [69]

J therm � N qwK
ffiffiffiffi
T

p
exp

�
−
ΔE
kBT

�
, (18)

where K is a constant that depends on the effective mass of the
carrier, kB is a Boltzmann constant, and ΔE is the effective
barrier height. As can be seen from the form of the equation,
for a constant barrier height, the thermionic escape current is
proportional toN qw; thus, it can be incorporated into A 0 and is
therefore insignificant, as empirically shown.

Nonetheless, the effective barrier height depends on the
polarization field across the active region. Due to the exponen-
tial I–V characteristic of LEDs, the field across the p−n junction
remains small at moderate and high bias currents. Nonetheless,
if the voltage around the p−n junction is significantly lower
than the turn-on voltage, the SCR creates the polarization field
and the QW band structure tilts, as shown in Fig. 10. The ef-
fective barrier height ΔE reduces, which increases the therm-
ionic escape current J therm [70]. This phenomenon is known as
carrier sweep-out [30].

F. Compensation in Communications Systems
The model predicts the light output for an arbitrary input cur-
rent waveform, provided that the carrier concentrations stay
within the range where the ABC model is valid. In particular,
these should stay sufficiently above the LED turn-on threshold.

Fig. 9. DC-biased model for light output modulation and carrier
concentration variations nqw for normalized modulating input current
iT s∕q.
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The model is generic in the sense that it can work with arbitrary
waveforms, such as OFDM, pulse-shaped PAM, or pre-equal-
ized PAM, and predict the resulting light output. Short nega-
tive LED currents can be handled, as illustrated in our OOK
example in Fig. 11.

PAM pre-emphasis techniques accelerate the LED response
by inverting the low-pass nature. These may lead to negative
current spurts during a negative signal ramp. If a large negative
current pulse depletes the junction and eliminates the voltage
over a p-n juntion, it increases the thermionic escape current
and causes a carrier sweep-out [71]. The sweep-out character-
istic time can be much shorter than the carrier lifetime [30].
The proposed model should be used with caution for OOK
systems enabled with pre-emphasis in which the off level is
taken too close to a zero light output. Our model loses accuracy
if the carrier charge in the LED junction drops below the turn-
on threshold during a negative current spike. Nonetheless, we
believe that our model is more realistic than commonly used
models described in Section 2.

In fact, the LED model can be inverted to create a pre-
distorter that not only pre-emphasizes the signal to compensate
for the linear low-pass behavior, but also to precompensate the
LED nonlinearity [7]. For OOK at 100 Msymbols/s over an
LED with a bandwidth around 20 MHz, Fig. 11 simulates how

a pulse-shaped OOK (2-PAM) light output can be created by
adapting the current into the LED.

OFDM communications systems that build upon our
modeling insights may attempt to compensate for the low-pass
filtering and/or for the distortion. This can be done at the trans-
mitter and/or at the receiver [7,8,18,21,22,25,32,36–39,68].
Pre-emphasis boosts high frequencies at the transmitter.
However, Ref. [32] shows that a waterfilling optimization gives
a higher throughput than a pre-emphasis, because it places most
signal power at lower frequencies, where the LED response is
best. If pre-emphasis is nonetheless used, large, but short, neg-
ative current spikes may occur. However, these high-frequency
(thus short) sweep-out current spikes, hardly change the carrier
concentrations (or the voltage) in the p-n juntion. Therefore, we
believe that our model remains appropriate as long as the root
mean square swing of nqw is much smaller than N qw, which is
required in direct current-biased OFDM (DCO-OFDM) to
avoid clipping the Gaussian, thus a peaky signal.

G. Infrared LEDs
Infrared high-efficiency LEDs are commonly used for OWC.
The model proposed in this article is also generally valid for this
type of LEDs due to the similar physics involved. Nonetheless,
there are a number of differences between the blue and infrared
LEDs in the properties of the active region materials. While the
same approach and procedure can be used, we expect different
parameter values. In particular, for infrared LEDs, the Auger
recombination is not expected to have a major effect [72,73].
Moreover, defects and nonradiative centers play a more pro-
nounced role by increasing the nonradiative SRH recombina-
tion [72], thus increasing A and A 0 coefficients. At the same
time, quantum wells are often not so deep. This increases
the effect of thermal ionization of carriers in QW [69] (higher
thermionic escape rate). It supposedly yields higher a, b, c
parameters. On the contrary, piezoelectric polarization field ef-
fects are absent in the AlGaInP/AlInP/GaAs LEDs. For this
reason, the model parameters should be more stable with a
change in the QW carrier concentration.

In a nutshell, for infrared LEDs, A 0 is expected to have a
larger impact, while the effect of C 0 is expected to be signifi-
cantly reduced compared to GaN-based LEDs. Thus, a model
for the infrared LEDs can potentially omit the C 0 term. The
reduced model might consist of components related to A 0 and
B 0 and be accurate in the whole current range. Nonetheless,
empirical verification is required to determine the model fit
and accuracy for this case.

7. CONCLUSIONS

We have proposed and demonstrated the feasibility of a method
to model and quantify the dynamic nonlinear optical response
for high-efficiency LEDs. We reinterpreted the ABC approach.
It enables simultaneous simulation of two competing processes
that jointly characterize the carrier lifetime in the active region:
carrier recombination and carrier leakage. A practical extraction
procedure of the model parameters is demonstrated. The ex-
traction procedure ensures an unambiguous characterization
of the model parameters and ensures the boundary condition
independence of the model.

Fig. 10. Schematic band diagram of QW carrier energy distribu-
tion. (a) Forward biased p−n junction. (b) Unbiased p−n junction.
Fractions of the carrier distribution contributing to the thermionic es-
cape rate are demonstrated.
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We have experimentally validated the proposed approach
for dynamic light output modeling. As an example, a blue il-
lumination LED has been characterized. The harmonic distor-
tion for a wide range of frequencies and signal level transients in
PAM was simulated, based on the extracted model parameters.
The simulation results were shown to be in excellent agreement
with the light output measurements.

We show that, for a case of blue GaN LEDs, the linear term
of the ABC model can be reduced without a significant loss of
accuracy. The reduction enables a straightforward estimation of
the remaining parameters based on two measurements of small-
signal optical responses at different bias current levels.

We believe these results can be used for effective reduction
of intersymbol and intercarrier interference, using, for instance,
pre-distortion, equalization, and digital waveform shaping.
Such communications-enhancing algorithms critically depend
on having a sufficiently accurate, yet computationally sim-
ple model.
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