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Event-based cameras generate sparse event streams and capture high-speed motion information, however, as the time 

resolution increases, the spatial resolution will decrease sharply. Although the generative adversarial network has 

achieved remarkable results in traditional image restoration, directly using it for event inpainting will obscure the fast 

response characteristics of the event camera, and the sparsity of the event stream is not fully utilized. To tackle the 

challenges, an event-inpainting network is proposed. The number and structure of the network are redesigned to adapt 

to the sparsity of events, and the dimensionality of the convolution is increased to retain more spatiotemporal infor-

mation. To ensure the time consistency of the inpainting image, an event sequence discriminator is added. The tests on 

the DHP19 and MVSEC datasets were performed. Compared with the state-of-the-art traditional image inpainting 

method, the method in this paper reduces the number of parameters by 93.5% and increases the inference speed by 6 

times without reducing the quality of the restored image too much. In addition, the human pose estimation experiment 

also revealed that this model can fill in human motion information in high frame rate scenes.   

Document code: A Article ID: 1673-1905(2021)08-0507-6 

DOI  https://doi.org/10.1007/s11801-021-0201-8 
 
 

                                                              
*   This work has been supported by the National Key Research and Development Program of China (No.2018YFB1305200), and the Science 

Technology Department of Zhejiang Province (No.LGG19F020010). 
**  E-mail: edliu@zjut.edu.cn 

The event camera is a neuromorphic optical sensor, 
which can capture the pixel-by-pixel brightness change 
asynchronously, that is, the event. Because of their high 
time resolution, low power consumption and high dy-
namic range, they have attracted more and more attention 
in computer vision field[1]. In addition, the event cameras 
filter out redundant information, because their output 
essentially only reflects the temporal dynamics of the 
recorded scene, while ignoring the static and non-moving 
areas. 

Unlike traditional images, event images are obtained 
by accumulating events in specific time interval or a 
constant number of events. Therefore, the adjustable 
range of the time resolution of event image sequences is 
very wide. However, the high temporal resolution and 
high spatial resolution of the event image are contradic-
tory. In the case of high temporal resolution, only a few 
hundred pixels of the event image record brightness 
change information. At the same time, the event camera 
will not produce any events on the occluded area or sta-
tionary objects. As a result, some spatiotemporal infor-
mation in the scene we are interested in cannot be caught 
(see Fig.1(a)).  

Specifically, in DHP19[2], in order to obtain complete 
human motion information (such as human pose), 7 500 

events need to be accumulated in each frame, thus losing 
the fast response characteristic of the event camera (the 
frame rate is consistent with that of the traditional cam-
era). If human motion information with high temporal 
resolution is needed, it can only be obtained by reducing 
the spatial resolution of the image. Therefore, it is nec-
essary to fill in missing or increasing the interesting spa-
tiotemporal information in the event image. 
 

 

Fig.1 Event frames: (a) 100 events per frame; (b) 7 500 
events per frame 
   

In the aspect of information enhancement, a large 
number of results of restoring events to intensity images 
have been obtained. In Ref.[3], the intensity images are 
used as complementary information, but the resulting 
video is blurred. Wang et al[4] proposed multi-stage adver-
sarial training and generated high-quality super-resolution 



·0508·                                                                          Optoelectron. Lett. Vol.17 No.8 

intensity images in an unsupervised manner. Recon-
structing events directly into intensity images will retain 
too much redundant information (such as the redundant 
static background), which will seriously affect the infer-
ence speed of downstream tasks (such as human pose 
estimation). Therefore, this paper only fills the missing 
spatiotemporal information based on event information. 

For traditional images, deep learning has achieved 
significant performance improvements in image inpaint-
ing[5,6] and video inpainting[7,8]. These schemes use the 
learned data distribution to fill in missing pixels. How-
ever, these works have the following shortcomings for 
event images: event images only contain low-level visual 
information (motion contour), and the redundancy of 
existing model parameters is too large, which leads to the 
inference speed cannot meet the application of event 
cameras with high time resolution; most of the work uses 
custom masks to simulate missing areas and uses masks 
as a known prior. When missing areas are unknown, 
there is nothing to do, which limits the application of 
existing restoration algorithms to event images. 

To tackle the aforementioned problems, we probe the 
event-inpainting network. To the best of our knowledge, 
this is the first work for event image sequences inpaint-
ing. We design a lightweight 3D CNNs completion net-
work to generate coherent structures in the missing re-
gions’ event image. In addition, unlike image inpainting, 
video inpainting has to be temporally coherent. There-
fore, we add a temporal sequence discriminator to en-
hance the time consistency. Besides, the frame discrimi-
nator keeps an eye on the spatial feature coherence of 
observation frames. We evaluate our proposed model on 
MVSEC[9] and DHP19. The results obtained prove the 
effectiveness of our method. We also compare the per-
formance of our model against current state-of-the-art 
schemes. Finally, we evaluate performance on DHP19 
for the human pose estimation, and show its potential for 
high frame rate. 

This paper presents a lightweight GAN for event 
inpainting, and Fig.2 shows the general framework. The 
framework mainly includes a generator G, an event 
frame discriminator Df and an event sequence discrimi-
nator Ds. The method can input event image sequences 
with high temporal resolution and low spatial resolution, 
and can also input event image sequences with normal 
temporary resolution but impaired spatial resolution, and 
output filled event image sequences after passing through 
the generator. Then, the filled event image sequence and 
the real label are sent to two discriminators, which dis-
criminate the authenticity and feed the results back to the 
generator, thus ensuring the time consistency and image 
quality of the filled event image sequence. 

Event cameras are bio-inspired sensors that asynchro-
nously and independently report logarithmic intensity 
changes[10]. Thus, the output of an event-based camera 
can be viewed as a continuous stream of events {ei}, i∈
N. Each event ei can be represented using the following 

form: 
ei=(xi, yi, ti, pi),                             (1) 

where (xi, yi) denotes the spatial location of the pixel 
generating the event, ti represents temporal coordinates 
of a brightness change, and pi∈{−1, 1}

 
indicates the 

positive or negative changes in intensity at the pixel 
causing the event. 

 

 

Fig.2 Overview of the proposed framework 
 
Following Stefano[11], during an exposure time interval 

Δt=[t, t+τ], an event frame Fτ(t) is obtained by summing 
up all events between time t and t+τ at a pixel-wise level. 
Formally, an event frame can be expressed as:  

,
( ) ,
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ie E

F t p


 
                            (2) 

in which Et,τ={ei|ti∈[t, t+τ]}. In this manner, an event 
frame could be represented as a gray-level image of size 
1×w×h, which integrates all events occurred in a certain 
time interval in a single channel. 

Given the ground truth of event image sequences Igt 
and its corresponding binary mask Ms (value 0 for known 
pixels and 1 denotes unknown ones), the input event im-
age sequences are defined as Iin=Igt⊙(1−Ms), the output 
Ipred 

predicted by the network. 
The encoder-decoder structure is adopted in generator 

in this paper. Traditional image restoration network is 
too deep for event images, which leads to slow inference 
speed. In addition, the large-capacity networks are easier 
to overfit the sparse data, and lightweight architecture is 
more suitable for the sparsity of the event image, which 
has been verified in Ref.[12]. Therefore, the encoder in 
this paper only down-samples the image twice, and the 
corresponding decoder only up-samples the image twice. 
At the same time, because of the sparsity of the event 
image, the shallow network will not make the generation 
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quality of the event image too low, so only two residual 
blocks are used between the encoder and decoder[12]. In 
order to preserve more spatiotemporal information, 3D 
convolution is used instead of 2D convolution. Consid-
ering the influence of the receptive field, the regular 
convolution is replaced by the expansion convolution 
with an expansion factor of 2 in the residual layer. In 
order to improve the generalization ability, we use case 
standardization[13] on all layers of the network. Finally, 
the total number of parameters of the generator is about 
781k, which is far less than the traditional image 
inpainting model, and can meet the application require-
ments of the high frame rate. 

As for the discriminators, we have two kinds of dis-
criminators, both of which use the 70×70 PatchGAN[14] 
architecture, which determines whether or not overlap-
ping image patches of size 70×70 are real. In addition, 
the recently proposed spectral normalization[15] is applied 
to the discriminator to improve the training stability. The 
frame discriminator Df uses 2D convolution in order to 
pay attention to the spatial feature coherence of event 
frames. Although using 3D convolution in the generator 
can keep more spatiotemporal information, it will also 
make the image edges appear blurred. Therefore, an 
event sequence discriminator Ds is introduced, that is, 
using 3D convolution to improve the quality of the gen-
erated image. The event sequence discriminator Ds fo-
cuses on the time dependence and coherence of pixel 
changes. 

The whole loss function contains four terms, which are 
L1 loss, perceptual loss[16], style loss[17] and adversarial 
loss[18]. L1 loss is often used in image inpainting and 
video inpainting, so we mainly introduce the latter three 
loss functions. 

In order to address the blurry results caused by L1 loss, 
we adopt the perceptual and style loss to preserve the 
image contents. The perceptual loss regularizes the gen-
erated target image Ipred to be closer to the ground truth 
Igt in VGG[19] subspace. Its formulation is given as fol-
lows:    

Lperc=E[Σi1/Ni||ϕi(Igt)−ϕi(Ipred)||1] ,               (3) 
where is the activation map of the ith layer of a pre-
trained network. For our work, ϕi 

corresponds to activa-
tion maps from layers relu1_1, relu2_1, relu3_1, relu4_1 
and relu5_1 of the VGG-19 network. For event inputs, 
we modify the number of input channels in the first layer, 
and randomly initialize the weights of this layer. 

For better recovery of detailed textures, different from 
perceptual loss, style loss is firstly applied an au-
to-correlation (Gram matrix) to the features. Style loss 
measures the differences between covariances of the ac-
tivation maps which is also used VGG to compute. Giv-
en feature maps of sizes Ci×Hi×Wi, style loss is comput-
ed by: 

Lstyle=E[||Gj
ϕ(Igt)− Gj

ϕ(Ipred)||1],                 (4) 
where Gj

ϕ is a Cj×Cj Gram matrix constructed from acti-
vation maps ϕj. 

Adversarial loss simply constrains the generated 
events to follow the same distribution as the real ones 
and avoids directly constraining the network to memo-
rize the trajectories seen at training time. As shown be-
low, we formulate the adversarial loss as: 

    
in data ing f,s in~ log ,I P IL E D G I                  (5) 

   
f,s gt data gt

f,s gt~
logD I P I

L E D I     

          
in data in f,s in~ log 1 ,I P IE D G I            (6) 

where logDf,s(Igt) is the probability of being a real frame 
and log(1−Df,s(G(Iin))) is the probability to be a synthe-
sized frame, f stands for frame discriminator and s rep-
resents the sequence discriminator. Our overall loss 
function is: 

LG=λ1L1+λpLperc+λsLstyle+λgLg,                 (7) 

s s f fD D D D DL L L   .                        (8) 

where λ1, λp, λs, λg , λDs 
and λDf are the weights for L1 loss, 

perceptual loss, style loss, generator loss, sequence dis-
criminator loss and frame discriminator loss respectively. 

Eight images are used as an input sequence to train the 
network, and batch size is 3. The model is optimized 
using Adam optimizer[20] with β1=0.1 and β2=0.9. Gener-
ator G is trained with learning rate 10-4 until the losses 
plateau. Discriminators are trained with a learning rate 
one tenth of the generator’s. As for the hyperparameters 
of the loss function, we choose λ1=1, λg=λp=0.1, λs=250, 
λDs=λDf=0.5. 100 000 iterations were carried out on 
MVSEC and 50 000 iterations were carried out on 
DHP19. The experiments were all made on one NVIDIA 
TITAN RTX GPU. 

Since there is currently no dataset for event inpainting, 
this paper constructs based on the existing event dataset 
and simulates two different types of mask. Meanwhile, 
the mask in this paper is only used to generate damaged 
event sequences, and will not participate in other pro-
cesses of the algorithm as a priori. 

MVSEC is a collection of data designed for the de-
velopment of novel 3D perception algorithms for 
event-based cameras.  In this paper, only outdoor car 
scenes recorded during the day are used. From there, we 
choose the first 80% as the training set and the following 
as the test (20%) set. All frames are cropped and resized 
to 256×256. 

DHP19 is the first human pose dataset with data col-
lected from DVS event cameras. We only use session2 
and session4 which totally have 199 video sequences 
from the view of camera 2. The way of split the dataset is 
the same as DHP19. Meanwhile, the data has no back-
ground, we cropped and resized all frames to 256×256. 

The Moving-Bar generates a vertical white bar cross-
ing the sequence, very roughly mimicking a fence or any 
similar obstacle and only used for MVSEC. 

The mask above is an artificial occlusion image, which 
cannot simulate the real situation. However, real 
large-scale completion datasets based on event cameras 
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is difficult to obtain, so we consider another case. In the 
DHP19 dataset, we integrate 100 events into one frame 
as input, make 7 500 events into one frame as ground 
truth, and use 3D joints label to get alignment one after 
another. When the 100 events frames are aligned with the 
7 500 events frame, the time resolution is the same as 
that of the 7 500 events frame, and vice versa. 

We are the first to propose the task of event image se-
quences inpainting thus there are no directly comparable 
methods. So, we compare our method to the 
state-of-the-art free-form intensity video inpainting 
LGTSM[5]. 

We verified the effectiveness of our Event-inpainting 
Network with two datasets. Fig.3 shows a sample image 
sequence generated by our model. Our model can gener-
ate event-realistic results with a fraction of image struc-
tures. It is also important that the inpainting images show 
minimal blurriness. In the DHP19 dataset, our model can 
fill out complete contours of extremely sparse event im-
age sequences. In the MVSEC dataset, our method 
shows the ability to complete the occlusion area of the 
event image sequences. 

 

 
Fig.3 Event-inpainting on DHP19 and MVSEC: (a) In-
put image sequences; (b) Generated image se-
quences (The moving bar is marked by a red box.) 
 

Fig.4 compares images generated by our method with 
the state-of-the-art technique LGTSM. In the MVSEC 
dataset, as shown in the yellow box, our method retains 
more complete structure. However, there are more holes 
in the dense area, which we suspect is caused by dilated 
convolutions. In the DHP19 dataset, LGTSM can pro-
duce smoother edges, but it is more distorted. The image 
generated by our method is more realistic, closer to the 
ground truth and the noise distribution is also learned. 

 

 
Fig.4 Visual comparison: (a) Input images; (b) Inpaint-

ing images by LGTSM; (c) Inpainting images by our 
method; (d) Ground truth 

 
  We use the following metrics to measure the quality of 
results: the peak signal-to-noise ratio (PSNR) in dB (log-
arithmic scale), the structural similarity index (SSIM) 
with a window size of 11, and the perceptual similarity 
(LPIPS) as a metric to evaluate the similarity of the 
high-level features in two images (lower the value, more 
the similarity). Use mean per joint position error 
(MPJPE) for downstream task. 

The quantitative results over MVSEC and DHP19 da-
tasets are reported in Tab.1. We could see that our model 
is on par with the state-of-the-art method LGTSM in 
terms of SSIM and PSNR with only 6.5% of parameters. 
As the number of LGTSM network layers (17 layers) is 
deeper than the number of our network layers (8 layers), 
LGTSM is better than our method in terms of LPIPS. 
Although increasing the convolution dimension will in-
crease the amount of calculation, by reducing the number 
of layers and channels, the amount of calculation can be 
balanced with the fast response characteristics of the 
event camera. In the end, the inference speed can reach 
500 fps.  

 
Tab.1 Comparison of metric values on two datasets 

Dataset Mask Metric LGTSM Ours 

MVSEC
Moving 

bar 

SSIM 

PSNR 

LPIPS 

0.797 1 

36.79 

0.179 3 

0.763 9 

35.87 

0.210 8 

DHP19 Free-form

SSIM 

PSNR 

LPIPS 

0.863 3 

41.86 

0.281 1 

0.843 7 

41.40 

0.324 1 

Number of parameters 

(Generator) 
12M   781k 

Inference fps 75 500 

 
At the same time, we performed the downstream task 

human pose estimation on the image after DHP19 com-
pletion. The dataset is obtained by aligning the 100 
events frame with the 7 500 events frame. And the train-
ing method is similar to DHP19. We use the hourglass[21] 
model to train the dataset with 25 epochs. We have 
trained and tested two kinds of time resolution data. 
Qualitative results for human pose estimation can be 
found in Fig.5. We could see that the result of human 
pose estimation before inpainting tends to random and 
irregular. After completion, the prediction is more stable. 
The quantitative results of human pose estimation after 
event inpainting are given in Tab.2, which further shows 
that our model can improve the performance of down-
stream tasks after event inpainting and is expected to be 
applied to high frame rate scenes. 

In order to quantify the importance of the sequence 
discriminator, we have also carried out additional ex-
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periments. In experiments, we remove the sequence 
component from our model, that is, we removed the 
temporal sequence discriminator Ds and replaced 3D 
generator with 2D generator. Tab.3 shows that our model 
improves temporal quality by reducing LPIPS. In Fig.6, 
comparing (a) and (b), the image will be blurred after 
removing Ds; comparing (b) and (c), the 3D generator 
retains more details than 2D generator. Therefore, our 
method can effectively improve time consistency and 
event image sequences inpainting quality. 
 

 

Fig.5 Human pose estimation on DHP19: (a) 100 
events per frame; (b) 100 events per frame after 
inpainting (Predictions are in blue, and ground truth 
are in red.)  
 
Tab.2 Comparisons of human pose estimation er-
rors before and after event inpainting (pixel) 

Parameter Event100 
Inpainting 

event100 

100 events per frame 

align to 7 500 (30 fps) 
6.250 4.524 

Event100 (2 000 fps) 5.369 4.054 

Average 5.809 4.289 

 
Tab.3 Ablation study on DHP19 

Metric 
2D genera-

tor+Df 

3D genera-

tor+Df 

3D generator+ 
Df+Ds 

SSIM 0.844 6 0.837 2 0.847 3 

PSNR 40.73 39.69 41.40 

LPIPS 0.346 1 0.368 2 0.324 1 

 

 
Fig.6 Visual comparison with ablation study on the 
DHP19: (a) 2D generator+Df; (b) 3D generator+Df; (c) 
3D generator+Df+Ds; (d) ground truth 

 
In this paper, we proposed the Event-inpainting, which 

is the first learning-based fast event image sequences 
inpainting model. Event-inpainting comprises of a light-

weight 3D generator, following a frame discriminator 
and a temporal sequence discriminator. We demonstrate 
that the temporal sequence discriminator plays an im-
portant role in enhancing the temporal consistency and 
video quality. Our method can inpaint event image se-
quences with occluded areas and low spatial resolution. 
In addition, our model only uses 6.5% of LGTSM pa-
rameters, and is 6 times faster than LGTSM. Therefore, 
it is possible to apply our method to high frame rate mo-
tion. 
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