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#### Abstract

A new log－likelihood ratio（LLR）message estimation method is proposed for polarization－division multiplexing eight quadrature amplitude modulation（PDM－8QAM）bit－interleaved coded modulation（BICM）optical communication system． The formulation of the posterior probability is theoretically analyzed，and the way to reduce the pre－decoding bit error rate （BER）of the low density parity check（LDPC）decoder for PDM－8QAM constellations is presented．Simulation results show that it outperforms the traditional scheme，i．e．，the new post－decoding $B E R$ is decreased down to $50 \%$ of that of the traditional post－decoding algorithm．
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By increasing the symbol rate，the number of carriers and using high－order modulation，the channel capacity can be improved significantly．For instance， 400 Gbit wavelength division multiplexing（WDM）system can be realized by using polarization－division multiplexing quadrature phase shift keying（PDM－QPSK）system ${ }^{[1]}$ or polarization－ division multiplexing sixteen quadrature amplitude modu－ lation（PDM－16QAM）system ${ }^{[2]}$ ．Unfortunately，nonlinear effects will greatly reduce the transmission distance when higher－order QAM is used．PDM－8QAM is thought to be a trade－off between transmission distance and system capac－ ity，which has been tested in long－haul optical communica－ tion system ${ }^{[3-5]}$ ．

Forward error correction（FEC）technology with high coding gain and high bit error rate（ $B E R$ ）threshold is one of the key enabling technologies for next generation high－speed long－haul optical fiber communications．Low density parity check（LDPC）code has been introduced to improve system tolerance to the fiber channel impair－ ment ${ }^{[6,7]}$ ，where the posterior probability calculation is the crucial part in the LDPC decoding module ${ }^{[8]}$ ．Unlike the regular $M$－ary quadrature amplitude modulation（ $M$－QAM） format，such as QPSK and 16－QAM，whose constella－ tions are on the squared grid，the decision regions of 8－ QAM for calculating posterior probability are not regular rectangle．Therefore，the log－likelihood ratio（LLR）mes－ sage estimation could be wrong at the edges of these ir－ regular decision regions，which greatly influences the
correction of decoding signals．
Bit－interleaved coded modulation（BICM）was firstly introduced by Zehavi in 1992．The combination of BICM system and high－order modulation has become a hot topic recently ${ }^{[9,10]}$ ，due to its advantages in the anti－noise per－ formance．In this paper，we propose a new posterior probability calculation method for BICM PDM－8QAM system to lower the pre－decoding $B E R$ and therefore lower the post－decoding $B E R$ ．

The schematic diagram of a typical BICM system is shown in Fig．1．A binary information vector $\boldsymbol{x}=\left[x_{1}, x_{2}, \ldots\right.$, $\left.x_{N-M}\right]$ is encoded by quasi－cyclic LDPC（QC－LDPC） method，and let $\boldsymbol{u}=\left[u_{1}, u_{2}, \ldots, u_{N}\right]$ be the output of the QC－LDPC encoder．The code rate can be calculated by $R=1-M / N$ ，where $N$ and $M$ are the lengths of QC－LDPC code and parity check nodes，respectively．To improve the tolerance of noise，the QC－LDPC code $\boldsymbol{u}$ is fed into an interleaver．To facilitate the gray mapping，the output of interleaver needs to be parallelized by a serial to paral－ lel transformer before the transmission in optical channel． The output of serial to parallel transformer is represented by matrix $\boldsymbol{c}$ as

$$
\boldsymbol{c}=\left[\begin{array}{cccc}
c_{1,1} & c_{1,2} & \cdots & c_{1, k}  \tag{1}\\
c_{2,1} & c_{2,2} & \cdots & c_{2, k} \\
\vdots & \vdots & \ddots & \vdots \\
c_{N / k, 1} & c_{N / k, 2} & \cdots & c_{N / k, k}
\end{array}\right]_{(N / k)^{*} k}=\left[\begin{array}{c}
\boldsymbol{c}_{1} \\
\boldsymbol{c}_{2} \\
\vdots \\
\boldsymbol{c}_{N / k}
\end{array}\right]_{N / k}
$$

[^0]

CW: continuous wave laser; PC: polarization controller; PBS: polarization beam splitter; $\mathrm{S} / \mathrm{P}$ : serial to parallel transformer; $\mathrm{P} / \mathrm{S}$ : parallel to serial transformer; PBC: polarization beam combiner

Fig. 1 Schematic diagram of a typical BICM system
By gray mapping, $\boldsymbol{c}_{i}$ can be mapped into a symbol $X_{i}$, where $i=\{1,2, \ldots, N / k\}$. In case of 8-QAM mapping, where $k=\log _{2} 8=3$, the mapping function is defined as $\mu$ : $S_{m}=\mu(b)$, which can associate a 3-bit sequence $b=\left[b_{1}, b_{2}\right.$, $b_{3}$ ] with a complex value $S_{m}$ according to signal constellation rule. As in Ref.[11], the constellation map is shown in Fig.2, and the mapping function $\mu$ is given in Tab.1.


Fig. 2 8-QAM constellation diagram
Tab. 1 8-QAM mapping rules

| $b=\left[b_{1}, b_{2}, b_{3}\right]$ | $S_{m}\left(I_{m}, Q_{m}\right)$ |
| :---: | :---: |
| 000 | $(0,1+\sqrt{3})$ |
| 001 | $(-1,1)$ |
| 011 | $(-1-\sqrt{3}, 0)$ |
| 010 | $(-1,-1)$ |
| 110 | $(0,-1-\sqrt{3})$ |
| 111 | $(1,-1)$ |
| 101 | $(1+\sqrt{3}, 0)$ |
| 100 | $(1,1)$ |

At the receiver end, the received symbol $Y_{i}$ can be obtained by the coherent detector. An inverse mapping based on LLR is involved. By using this inverse mapping, $Y_{i}$ is demapped into a 3-bit sequence $y_{i}=\left[y_{i, 1}, y_{i, 2}, y_{i, 3}\right]$, where $i \in\{1,2,3, \ldots, N / 3\}$.

Based on the following theory, the inverse mapping is defined. Let $Y$ be the symbol before transmission and $\hat{Y}$ be the symbol obtained by coherent detector. The posterior probability of $Y$ can be calculated by Bayes law as ${ }^{[12,13]}$

$$
\begin{equation*}
P_{m}=\frac{1}{W} \operatorname{Pr}\left\{\hat{Y} \mid Y=S_{m}\right\}=\frac{1}{\sqrt{2 \pi} \sigma} \exp \left(-\frac{\left|\hat{Y}-S_{m}\right|}{2 \sigma^{2}}\right) . \tag{2}
\end{equation*}
$$

The idea to define the inverse mapping is to calculate posterior probability $P_{m}$ of every $S_{m}$ with respect to $\hat{Y}$ as shown in Fig. 3(a), then calculate LLR to make judgment, and finally $Y$ can be associated with the 3 -bit sequence $y_{i}$.

Notice that each symbol $S_{m}$ is associated with a 3-bit sequence $b=\left[b_{1}, b_{2}, b_{3}\right]$, so all symbols can be classified into two categories according to the value of $b_{j}(j=1,2,3)$ as $\left\{S_{m}, b_{j}=1\right\}$ and $\left\{S_{m}, b_{j}=0\right\}$. Thus the initialization message of bit $y_{i, j}$ can be defined as

$$
\begin{align*}
& q^{0}{ }_{i j}(1)=\operatorname{Pr}\left\{y_{i, j}=1 \mid \hat{Y}\right\}= \\
& \sum_{m \in\left\{S_{m}, b, b=\right\}} \operatorname{Pr}\left\{Y=S_{m} \mid \hat{Y}\right\}=\sum_{m\left\{\left\{S_{m, b}, b_{b}=1\right\}\right.} P_{m},  \tag{3}\\
& q^{0}{ }_{i j}(0)=\operatorname{Pr}\left\{y_{i, j}=0 \mid \hat{Y}\right\}= \\
& \sum_{m\left\{\left\{S_{m}, b=0\right\}\right.} \operatorname{Pr}\left\{Y=S_{m} \mid \hat{Y}\right\}=\sum_{m\left\{\left\{S_{m}, b_{l}=0\right\}\right.} P_{m}, \tag{4}
\end{align*}
$$

and the LLR message can be calculated by

$$
\begin{align*}
& L\left(y_{i, j} \mid \hat{Y}\right)=\log _{2} \frac{\operatorname{Pr}\left\{y_{i, j}=1 \mid \hat{Y}\right\}}{\operatorname{Pr}\left\{y_{i, j}=0 \mid \hat{Y}\right\}}= \\
& \frac{q_{i j}^{0}(1)}{q_{i j}^{0}(0)}=\frac{\sum_{m\left\{\left\{S_{m, b},=1\right\}\right.} P_{m}}{\sum_{m \in\left\{S_{m}, b, b,=0\right\}} P_{m}} . \tag{5}
\end{align*}
$$

So the pre-decoding sequence $y_{i}=\left[y_{i, 1}, y_{i, 2}, y_{i, 3}\right], i \in\{1,2$, $3, \ldots, N / 3\}$ can be obtained by

$$
y_{i, j}=\left\{\begin{array}{l}
1, L\left(y_{i, j} \mid \hat{Y}\right)>1  \tag{6}\\
0,0<L\left(y_{i, j} \mid \hat{Y}\right)<1
\end{array} .\right.
$$

In Fig.3, we show the decision region of Eq.(6) together with constellation map. Fig.3(a) shows the ideal Voronoi diagram ${ }^{[14]}$ for 8 -QAM gray mapping. In Fig.3(b)-(d), the black regions show the decision regions for $y_{i, 1}=1, y_{i, 2}=1, y_{i, 3}=1$, respectively. If $\hat{Y}$ falls into the black region, the corresponding bit $y_{i, j}$ is judged as " 1 ".

According to Eq.(5), both the mapping function $\mu$ and the method to calculate $P_{m}$ will affect the shape of decision region. As shown in Fig.3(b), we can see that there are some differences between the real decision region and ideal Voronoi diagram for $y_{i, 1}=1$ and $y_{i, 1}=0$ at the edges. Error type I means that $y_{i, 1}$ should be judged as " 1 ", but it is judged as " 0 ", and error type II means that $y_{i, 1}$ should be judged as " 0 ", but it is judged as " 1 ". It is clear that all types of errors will increase the $B E R$. Similar analyses also can be used for Fig.3(c) and (d). In this paper, we suggest a new method to define $P_{m}$, so that the difference between decision region and ideal Voronoi diagram can be significantly decreased, and the pre-decoding $B E R$ performance can also be improved.

It is easy to conclude from Eq.(2) that $P_{m} \propto\left|\hat{Y}-S_{m}\right|^{-1}$, which means the closer $\hat{Y}$ to $S_{m}$, the bigger $P_{m}$ is. As shown in Fig.3(b)-(d), $\left|L\left(y_{i, j} \mid \hat{Y}\right)-1\right|$ at the edge of two
neighboring regions is very close to " 0 ", so it is easy to be misjudged. To decrease the misjudgment, we increase the absolute value $\left|L\left(y_{i, j} \mid \hat{Y}\right)-1\right|$ by changing $P_{m}$ to $P_{m 2}=P_{m}{ }^{2}$. To be convenient, we set the traditional form $P_{m}$ as $P_{m 1}$. Fig. 4 shows the decision regions of $P_{m 1}$ and $P_{m 2}$ at $y_{i, 1}$.


Fig. 3 (a) The ideal Voronoi diagram for 8-QAM gray mapping; Voronoi diagrams with black regions representing the decision regions for (b) $y_{i, 1}=1$, (c) $y_{i, 2}=1$ and (d) $y_{i, 3}=1$, respectively


Fig. 4 Comparison between the decision regions of $\boldsymbol{P}_{\boldsymbol{m} 1}$ and $\boldsymbol{P}_{\boldsymbol{m} 2}$ at $\boldsymbol{y}_{i, 1}$

As shown in Fig.4, compared with the decision region of the traditional form of $P_{m 1}$, that of $P_{m 2}$ leaves smaller blanket area at the edge of the neighboring region, which leads to better pre-decoding $B E R$ performance. As we know, the decrease of pre-decoding $B E R$ results in the decrease of post-decoding $B E R$. To test the post-decoding $B E R$ performance of $P_{m 1}$ and $P_{m 2}$, we apply LLR belief propagation (LLR-BP) based min-sum algorithm ${ }^{[15,16]}$ and QC-LDPC codes to the BICM PDM-8QAM system. The decoding process is clarified in Fig.5.

The output sequence $t$ from the LDPC decoder is obtained by $L^{(f)}\left(q_{m}\right)$ after decoding iterations. During $f$ times of iterations, the message transferred from the check nodes to variable nodes is given as

$$
L^{(f)}\left(r_{n n}\right)=
$$

$$
\begin{equation*}
\prod_{m \in \text { Check }_{n}} \operatorname{sgn}\left[L^{(f-1)}\left(q_{m}\right)\right]^{*} \min _{m \in \text { Check }}^{k_{n}}, ~\left[\left|L^{(f-1)}\left(q_{m}\right)\right|\right], \tag{7}
\end{equation*}
$$

where $c h e c k_{n}$ is a set of check nodes connected with variable nodes. The message transferred from the variable nodes to check $n$ nodes is written as

$$
\begin{equation*}
L^{(f)}\left(q_{m}\right)=L\left(y_{i, j} \mid \hat{Y}\right)+\sum_{n \in \text { Variable }_{n}} L^{(f)}\left(r_{m n}\right), \tag{8}
\end{equation*}
$$

where variable $_{m}$ is a set of variable nodes connected with check nodes $m$. The maximum iteration time is set to be maxiter.


Fig. 5 Schematic diagram of LDPC decoding process
To test the performance of the proposed calculation method, we set up the BICM 8QAM system as shown in Fig.1. The maximum iteration time of the LDPC decoder is set to be 5,10 and 15 , respectively.

We apply QC-LDPC codes as the check matrix of the LDPC encoder. Compared with the standard randomly constructed LDPC codes, QC-LDPC check matrix is encoded with shift register that requires less amount of flash memory, which can significantly decrease the circuit complexity ${ }^{[17,18]}$.

The parity check matrix $(\boldsymbol{H})$ of a QC-LDPC code could be shown by an array of sub-matrices as follows

$$
\boldsymbol{H}_{\mathrm{qc}}=\left(\begin{array}{ccc}
\boldsymbol{A}_{1,1} & \ldots & \boldsymbol{A}_{1, N}  \tag{9}\\
\vdots & \ddots & \vdots \\
\boldsymbol{A}_{M, 1} & \ldots & \boldsymbol{A}_{M, N}
\end{array}\right) .
$$

Each sub-matrix $\boldsymbol{A}_{m, n}$ with $m \in\{1,2, \ldots, M\}$ and $n \in\{1,2, \ldots, N\}$ is a circular matrix. We design a $20 \%$ over-head (OH) QC-LDPC code with column weight of 3 and row weight of 15 . The first row of each sub-matrix is a vector which contains only " 1 " in the $f$ th position, while other rows are the permutation of the first row. We set the size of the sub-matrix as $1123 \times 1123$. Thus the total size of the parity check matrix is $3369 \times 16845$.

We define parameter $\hat{a}$ as the ratio of the $B E R$ of the proposed posterior probability form $P_{m 2}$ to that of the original posterior form $P_{m 1}$, which can be expressed as

$$
\begin{equation*}
\hat{a}=\frac{\operatorname{BER}\left(P_{m 2}\right)}{\operatorname{BER}\left(P_{m 1}\right)} \tag{10}
\end{equation*}
$$

The four lines in Fig.6(a) show $\hat{a}$ representing the predecoding $B E R$ ratio and the post-decoding $B E R$ ratios for 3 different iteration times, respectively. As the signal-tonoise ratio $(S N R)$ goes from 0 dB to $5 \mathrm{~dB}, \hat{a}$ as the predecoding $B E R$ ratio remains a steady level at about 0.96 , while the $\hat{a}$ values as the post-decoding $B E R$ ratios for 3
different iteration times all fall down rapidly. This means that the decrease of the pre-decoding $B E R$ ratio can significantly decrease the post-decoding $B E R$ ratio. For high $S N R, \hat{a}$ can be reduced to 0.5 .

From Fig.6(b), we can see that the $S N R$ for a fixed $B E R$ of the new form of $P_{m 2}$ outperforms that of the traditional form of $P_{m 1}$ by 0.2 dB at post-decoding $B E R$ of $10^{-5}$. As the maximum iteration time increases, the effect is obvious. Besides, this method can be applied to universal LDPC decoder without increasing the circuit complexity.


Fig. 6 (a) Pre-decoding BER (pre-BER) ratio and postdecoding BER (post-BER) ratio for 3 different iteration times versus SNR; (b) Pre-BER ratio and post-BER ratio for 3 different iteration times with two forms of $P_{m 1}$ and $P_{m 2}$ versus SNR

We propose a new method to calculate the posterior probability, which can reduce the pre-decoding $B E R$ and post-decoding BER of LDPC decoder in BICM-ID PM8QAM system. Theoretical analysis of the method is discussed. Simulation results show that the new form outperforms the traditional form by 0.2 dB when $B E R$ equals $10^{-5}$, and $\hat{a}$ decreases to $50 \%$. Moreover, this method can reach a lower error floor as the increase of $S N R$.
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