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Identification of Pure Cotton and Mercerized Cotton Fabrics
Based on 2-D Correlation Spectra Analysis
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Abstract Pure cotton and mercerized cotton products are widely used in daily life. It is difficult to classify the
pure cotton and mercerized cotton products with simple methods because they are similar in chemical and physi-
cal structures. In this work, a new method of rapid identification of pure cotton and mercerized cotton products
with two-dimension correlation spectra analysis was proposed. In this work, 200 textile samples including 100
pure cotton fiber products and 100 mercerized cotton fiber products were collected. For each sample, the water
content was changed 4 times and one-dimension spectra was collected, among them, the water content of 4
times was 20. 20% , 14.52%, 7. 77% and 0% respectively. Then their simultaneous two-dimension correlation
spectra were calculated based on correlational analysis. Three kinds of classification features were extracted
from the synchronous two-dimension correlation spectra. Support Vector Machine (SVM) was combined with
different kind of the classification features to construct different classifiers. In this work, an information fusion
method was proposed to make the multi-classifier decision. To verify the feasibility and effectiveness of the
proposed method, the comparative experiments have been done. The accuracy of identification with the classi-
fier based on extracted one-dimensional spectra features with PCA was only 76 %. The accuracy of identifica-
tion with the three classifiers based on extracted features from two-dimensional correlation spectra were 88% ,
90% and 88% respectively. The accuracy of identification with the proposed method was 92%. Compared
with one-dimension spectra based feature extraction, the two-dimension correlation spectra based feature ex-
traction achieved feature enhancement and the multi-classifier fusion decision could improve the accuracy of
classification obviously. Two-dimensional correlation spectroscopy extended spectral information to higher di-
mensions, unfolded hidden fold peaks in one-dimensional spectra, and had higher classification accuracy. The pro-

posed method provided a new way for rapid identification of pure cotton and mercerized cotton products.

Keywords Two-dimension correlation spectroscopy; Cotton and mercerized cotton; Support vector machine;
Information entropy; Information fusion
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identify pure cotton and mercerized cotton products with tra-

Introduction ditional methods'’. For these cases, Some methods based on
pattern recognition have been proposed to solve these prob-

Pure cotton and mercerized cotton products are fiber lems. Classification features on the internal chemical and

products commonly used in daily life. It is usually difficult to physical structures are extracted from the molecular spec-
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23] which can be classified in pattern recognition methods.

tra
But till now, identification of the materials with similar chem-
ical and physical structures, such as the pure cotton and mer-
cerized cotton products, is still an ad hoc research. Classifica-
tion feature extraction is the most important part in the spec-
tra analysis based on pattern recognition method. A good fea-
ture extraction method for a classifier needs to reduce the data
dimension for lower computing cost, and more importantly,
to transform the original data to the final feature space where
the samples can be classified”’. Two-dimensional correlation
spectroscopy was first proposed in 1986, and was used in the

B8] Two-dimensional cor-

field of nuclear magnetic resonance
relation spectroscopy can enhance the apparent spectral reso-
lution. Spectra change caused by the perturbations can be
used to study the dynamic correlations of different spectra. In
this work, 200 textile samples were collected including 100
pure cotton fiber products and 100 mercerized cotton fiber
products. For each sample, the water content was changed
several times and its corresponding one-dimensional spectra
was collected. Then the simultaneous two-dimensional corre-
lation spectra were calculated based on correlational analysis.
Three kinds of classification features were extracted fromthe
synchronous two-dimension correlation spectra. Support Vec-
tor Machine (SVM) was combined with different kind of the
classification features to construct different classifiers. In this
work, an information fusion method was proposed to make
the multi-classifier decision. To verify the feasibility and ef-
fectiveness of the proposed method, the comparative experi-
ments have been done. The remainder of the paper is organ-
ized as follows: Section 2 introduces the methods. In Section
3, the experiment is presented. In Section 4, the results and

discussion are presented. Section 5 is the summary.

1 Method

1.1 Two-dimension correlation spectra
1.1.1 Acquisition of two-dimensional correlation spectra
The principle of two-dimensional correlation spectrosco-

pyt is illustrated in Fig. 1. In the process of measuring the
spectraof substances to beclassified, a specific external per-
turbation is applied to them, and this external perturbation
can be any physical or chemical changethat can change the in-
ternal sample environment. The spectra which change with
external perturbations are called dynamic spectra. Two-di-
mensional correlation spectra can be acquired by two-dimen-
sional correlation calculation of dynamic spectrat'®,

(1) Calculation of dynamic spectra

First select an external disturbance, which can be any
proper physical or chemical perturbation such as temperature

[11]

and humidity In this work, the water content of samples

is selected as the external disturbance and the minimum/maxi-
mum value of external disturbance is defined as Zu s fmax » and
spectral intensity of external disturbances isdefined as y(v,?),
Where v denotes the spectral changes, ¢ denotes the external
disturbance, and the dynamic spectra y(wv,¢) can be defined as
_ V(1) — y(0) Ly < L
y(v,t) = @D
0 Others
where y(v) denotes the reference spectra. In this work, the
average spectrais chosen as the reference spectra and can be

calculated as

i}y(v,tj)

y(o) = I~ — (2)

m

Mechanical electric field
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Two-dimensional correlation analysis
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EIM, System Dynamic Two-dimensional
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Fig.1 P le of two-d 1 lat

spectra acquisition

(2) Two-dimensional synchronous and asynchronous
spectra calculation

The generalized two-dimensional correlation spectrais di-
vided into synchronous two-dimensional correlation spectra
and asynchronous two-dimensional correlation spectra. For
two different spectral wavelength points v, and v, . their syn-

chronization correlation strength ®&(v, ,v,) is defined as

] ”
@(7)1’7)2) = 72_){,‘(7)1))’,‘("@) (3)
m—1 ~
Asynchronous correlation intensity ¥(wv, ,v,) is defined as

k=1

L "
meﬁ:;jigxﬁminwxw» )

where m denotes the number of spectra measured during per-
turbation, N& R"*" denotes the Hilbert-Noda matrix, y; (v)
denotes the spectral intensity of the jth spectra at the wave-
length v in the dynamic spectra and
0 i=k )
1’\“7 = . . (5)
1/nk—3) j#*k
The dynamic spectra can be described in vector form, then the

synchronization spectraand the intensity of asynchronous

spectra can be defined as

@('U];'Uz) - 5)(111)-[‘5)(112) (6)

m—1

Vo) = 30Ny (o) %)

where y (v) denotes the dynamic spectraof the sample at
wavelength v.

1.2 Feature classification method

1.2.1 Support Vector Machine (SVM)
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SVM is a feature classification method that is to find a
classification hyperplane that could guarantee the high classifi-

cation accuracy and makethe classification interval maximiza-

tion"'*. In this work, the dichotomous classification problem
is studied with SVM. Assuming the given training sample set
,l, x€R", y& {Z£1} and the classi-

fication hyperplane of wa+5b=0 exists. to maximize the clas-

is (x;syi), i=1, 2, =

sification accuracy and classification interval, then (8) must
be satisfied
yilwr, +0]=1,i=1, 2, =, [ (8

where z; is the classification feature of theith training sample
and y; is the classification category label of the ithtraining
sample, w= (w;; wy; **; wy) is the normal vector of the
classification hyperplane, which determines the orientation of
the hyperplane, b is the displacement term, which determines
the distance between the hyperplane and the origin.

The distance from any point a in the sample space to hy-
perplane (w,b) can be written as

ri*‘ x4 | (€D)]
Il |l

The sum of distances between two heterogeneous support

vectors and the hyperplane is calculated as r=2/| w | ,

which maximizes the interval. Then, the above problem of

finding optimal hyperplane can betransformed into the minimi-

zation problem as
min®@(w) = % |w]|? = %(w/w) (10)

Introduce Lagrange function as

l l
L= 2wl = Day e, + 6+ Da D
i—1

i=1
where a; >0 is the Lagrange multiplier. The QP (quadratic
programming) problem as (11) can be transformed into the
.a;)) as

! l 1
maxQ(a) = Zal — %Z Ea,ajy,yj(x,fj)
-

ji=1

following duality problem (a= (a; .a; ,***

l
St Dhay; =0 @ >0, j = 1.2,0.1 12)

ji=1

The optimal weight vector w” and optimal bias 6* can be cal-

culatedrespectively as
.
w' = Ea,xyj‘r,- (13)
=

:
b =y, — Zyjaf (x;x) 14
i=1

All a; greater than 0 is setas a; » j&€ {jla, >0}, so the opti-
mal classification surface is w* x+56" =0, then the optimal
classification functioncan be calculated as

l
f(x) = sgn{w* x+ b} = sgn{ Zafy, (xiy)+0" )

=1
(15)
where x € R".

1. 2.2 Multi-classifier fusion with voting mechanism

Random forest is a classifier that uses multiple decision

trees to train and predict samples'®.

It can be used as a
multi-classifier fusion method. Decision tree is a weak classifi-
er. According to the voting mechanism, random forest fuses
the multiple (odd) different weak classifiers to a strong classi-
fier. According to probability principle, the accuracy of classi-
fication results of the fused strong classifier would be higher
than that of each individual weak classifier. However, the idea
of random forest with voting mechanism may amplify the
effect of poor classifier and cause the lower accuracy of classi-
fication.
1. 2.3  Multi-classifier fusion based on information entropy
decision

Assuming a sample X may exist in several different
states as x; ,az 52, p(x;) denotes the probability of state

x;(i=1,2,+++,n) appearing, then the sample information en-
tropy H(X) is defined as

HXO =— > pladlog(pa) (16)
i=1

where 0<Cp(x;)<<1 and ZP(I,) =1, when p(z;,) =0, de-

i=1

fine 0 log0=0. Information entropy is a measure of the degree
of information disorder. Assuming a sample set has a total of
K samples and the probability of each sample in different
states under the classifier S is known, the information entropy

H(S) of the sample set under the classifier S can be define-
dast1415]

K n
H(S) =— > > pladlog(pla) an

j=1 i=1

In this work, identification of pure cotton and mercerized
cotton fabricsis a dichotomous problem. The information en-
tropy H(S) of the sample set in classifier S can be redefined
as

K
H(S) =— > (plaplog(pla)) + pla)log(pla;)))

j=1
(18)
Define the reciprocal of H (S) for classifier S as the
weight of information fusion decision to avoid the unbalanced
decision-making problem caused by the same weight of differ-
ent classifiers. In this work, the identification problem is a
two-class identification problem. Definethe class labels are 1
and —1. In this work, there are three classifiers (S;,S,,S;)
for information fusion decision. The three classifier’s infor-
mation entropy are defined as H(S,), H(S,), H(S;) and
the corresponding weights are 1/H(S,), 1/H(S,), 1/H(S;)
respectively. For the same sample A, the discriminant labels
of the three classifiers are P, , P, , P, (the value of P; is —1 or
1) respectively, then the final multi-classifier fusion result of
the sample can be definedas
Py = sgn(1/H(S)OP, +1/H(S;)P, +1/H(S;)P;)
19
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2  Experiment

2.1 Samples

Totally 200 samples including 100 Cotton and 100 mer-
cerized cottonfabrics shown in Fig.2 were provided by
CSEPAT (Beijing, China) Technology Co.

were taken from sweaters and shirts of different colors. both

Ltd. Samples

in size 15 cm X 15 cm. The sample type number, calibration

set, validation set, and sample size are shown in Table 1.

Fig. 2 Samples of pure cotton and mercerized cotton fabrics

Table 1 The statistics of the samples
) Number of Number of samples Number of samples Category
Fabrics type o o
samples of training set of validationset number
Cotton 100 50 50 1
Mercerized cotton 100 50 50 —1

2.2 Collection of near infrared spectra

The instrument used in this experiment was an Antaris II
FT-NIR spectrometer with a spectral range of 4 000~10 000
ecm ! and a resolution of 3.8 cm ™' as shown in Fig. 3. Water
content was used as an external disturbance to acquire the dy-
namic spectra. First, 200 original samples were evenly laid in
an oven, then dried at 105 °C and weighed. Each time a sam-
ple was taken out, folded into 4 layers and tiled to collected
the spectraon the instrumentwith scanning 32 times. Then the
dried samples were tiled on a clean bench, sprayed pure water
on both sides of the sample uniformly to make the water con-
tent be 20% and collected each sample spectra in the second
time. After all the samples were exposed to the air for a short
period of time to make the water content drop to about 14 % ~
15% , then collect each sample spectra in the third time. Sim-
ilarly, spectra of samples with water content declining to 7%
~8% were collected in the fourth time. Finally,each sample
had 4 NIR spectra with different water contents as shown in

Table 2 to make a dynamic spectral matrix.

Fig. 3 NIR spectrometer

2.3 Data processing
The MATLAB R2014a was used for data processing.

First, the multivariate scatter correction and first-order S-G
derivation were used to preprocess spectral data. Two-dimen-
sional correlation spectra for each sample were calculated and
classified using three SVM classifiers as shown in Table 3.
The correct and incorrect probabilities of each sample were
calculated with the SVM Matlab toolkit for each

The entropy and weight of each classifier were calculated with

classifier.

(16)—(18). The final classification result of each samples
was calculated with (19). The classification accuracy was cal-
culated with (20)t%7,

Correct classification number

0
Total number of samples X 100% (20)

Accuracy =

Table 2 The water contents of samples

for the dynamic spectra

. The total Sample
The number
{ acquisitions sample water
o acqurs : weight/g content/ %
1 6 432.49 20. 20
2 7 021.13 14.52
3 5678.51 7.77
4 5272.53 0

Table 3 The classification featuresfor each classifier

Classifi
assthier Classification features
number
The normalized mean and variance of the numerical
1 values of the wavenumbers region [4 4715 537,
5932: 6 696 ] in the two-dimensional correlation
matrix
5 The minimum value array of three sub-matrices with
wavenumbers region [4 385:5 156, 4 000:4 771]
3 The projection vector of wavenumbers region [ 6 313

7 081, 4 385:5 156]
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3 Results and discussion

3.1 Comparison of near infrared one-dimensionand two-di-
mension correlation spectra

One-dimension spectra of the pure cotton and mercerized
cotton samples with water content of 0 are shown in Fig. 4.
From Fig. 4, it can be seen that there are serious overlap of
one-dimension spectra of pure cotton and mercerized cotton
samples. It is usually difficult to classify the pure cotton and
mercerized cotton samples with one-dimension spectra as
shown in Fig. 4. The average spectra of two-dimension corre-
lation spectra of 100 pure cotton textiles and 100 mercerized
cotton textiles are shown in Fig. 5. From Fig. 5, it can be
seen that there is obvious difference between the two-dimen-
sion correlation spectra of pure cotton textiles and mercerized
cotton textiles in the red region. Compared with the one-di-
mensional spectra, the two-dimensional correlation spectra
can enhance the apparent spectral resolution.

1.6

—— Cotton

1.4+

—— Mercerized cotton

—_ =
SN

o
o0

Spectral intensity

=
=N

N
i

02 - : : - :
4000 4500 5000 5500 6000 6500 7000

Wave number/cm’
Fig. 4 First-order S-G derivative spectra of pure cotton and

mercerized cotton samples

3.2 Classification based on PCA and SVM with one-dimension

spectra

One-dimension spectra with water content of 0 for all
samples were taken. PCA was used to compress the one-di-
mension spectra and extract the classification features of each
sample. Since the sum of the contribution of the first two
principal components reached 99 % , all the samples were com-
pressed to three dimensions and then classified with SVM.
The sample space distribution after classification feature ex-
traction with PCA was shown in Fig. 6. 76 samples of total
100 test samples was correctly classified and the final classifi-
cation accuracy was 76%. Because there are serious overlap of
one-dimension spectra of pure cotton and mercerized cotton
samplesas shown in Fig. 4, it is not easy to classify the pure
cotton and mercerized cotton samples using PCA to extract

classification features from a one-dimension spectra.

4500 - e
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5500

6000 - =

6 500

Wave number/cm’!

7 000

7 500 @

7500 7000 6 500 6 000 5500 50004 500
Wave number/cm’

4500
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o o
W (=4
S S
(=] (=]

Wi
N
=
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S

7 500

7 500 7600 6 500 6 600 5 5‘00 5 000 4 5‘00
Wave number/cm™

Fig.5 The averaged two-dimension correlation Synchronous

spectra of pure cotton and mercerized cotton samples

(a): Two-dimension correlation spectra of cotton; (b): Two-dimen-

sion correlation spectra of mercerized cotton

O Cotton
.+ Mercerized cotton

100 2

Fig. 6 The sample space distribution after classification feature

extraction with PCA

3.3 Classification based on two-dimension correlation spectra

Compared with one-dimensional spectra, two-dimension-
al correlation spectra have higher resolution as shown in
Fig. 5. In this work. three kinds of classification features
were extracted from the synchronous two-dimension correla-
tion spectra. Support Vector Machine (SVM) was combined
with different kind of the classification features to construct
In this work, an information fusion

different classifiers.

method was proposed to make the multi-classifier decision.
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3.3.1 Classification with classifier 1 + Cotton
2 0. Mercerized cotton
From Fig.5, it can be seen that there are significant 4 20 + :
differences between the two types of samples in the red region =
indicating that the mean and variance of the two are also dif- % 15
ferent in this region. In this work, the mean and variance of 'Fé’
the two-dimension correlation spectra were chosen as the clas- '§ 10
sification features in the red region. The whole two-dimension § s
spectra were traversed using the moving window technique. H725 35
Each time the data point number was 400 X400, and the mean 6680000 15 15 20
and variance of the region were extracted as the classification ds"’a//e& 575 S‘Sma\\es“'a\“es
features. It was found that the wavenumber coordinates [’/’3/00& e &

[4 471:5 537, 5 932:6 696 | had the most significant differ-
ences. The SVM using the RBF kernel function with a penal-
ty coefficient 0. 8 and a gamma value 1 was chosen as the clas-
sifier 1 to classify the spectra of wavenumber coordinates
[4471:5 537, 5 932:6 696 ]. The mean and variance for all
samples in the wavenumber [4 471.5 537, 5 932:6 696 | re-
gion were plotted in Fig. 7, where the x-axis is the mean of all
samples and the y-axis is the variance of all samples. 100 vali-
dation samples, including 50 cottons and 50 mercerized cot-
tons fabrics, were classified correctly by the classifier 1 and

the classification accuracy was 88%.

1.0 ¢
O Cotton
0.9 1 + Mercerized cotton
o
0.8 °
2 0.7 1 3
= 061 oo +
s o @+ T f &
§ S °0° oJr +++
< -
B 04 B
[ +
~ 031 ° %% 3t
% T
021 b Ft
0%0 ++#_++ +
0.1 oy
0 +— 2

0 01 02 03 04 05 06 07 08 09 1.0
Mean values

Fig. 7 The plot of mean values vs variances of all samples in
the region with wavenumber coordinates [ 4 4715 537,
5932.6 696]

3.3.2 Classification with classifier 2

Similar to classifier 1, using the moving window analysis
technique, the whole two-dimension correlation spectra were
traversed. A 400 X 400 size submatrix of the two-dimension
correlation matrix of each sample were taken and the mini-
mum three numbers were extracted from the sub-matrix re-
gion as the classification features for classifier 2. It was found
that the wavenumber coordinates [ 4 385:5 156, 4 000:4 771
had the most significant differences. All three samples in the
region [4 385:5 156, 4 000:4 771] are shown in Fig. 8,
where r-axis, y-axis and z-axis are the smallest three digits

respectively.

Fig. 8 The plot of the three smallest values of all the samples
in the regionof coordinates [ 4 385:. 5 156, 4 000

4771]

The SVM using the RBF kernel function with a penalty
coefficient 1 and a gamma value 1 was chosen as the classifier
2 to classify the three smallest values of all the samples in the
region of coordinates [4 385:5 156, 4 000:4 771]. 100 vali-
dation samples, including 50 cottonsand 50 mercerized cottons
fabrics were classified with the classifier 2 and the classifica-
tion accuracy was 90 %.

3. 3.3 Classification with classifier 3

Similar to the classifier 1, using the moving window
analysis technique, the whole two-dimension correlation spec-
tra were traversed. A 400X 400 size submatrix of the two-di-
mension correlation matrix of each sample were taken. PCA
was used to extract the classification features for classifier 3
from the wavenumber coordinates [ 6 313:7 081, 4 385:5
156]. The number of principal components and the corre-
sponding cumulative contribution rate are shown in Fig. 9.
The RBF kernel function with a penalty coefficient 1 and a
gamma value 1.5 was chosen as classifier 3. 100 validation
samples, including 50 cottons and 50 mercerized cottons fab-
rics, were classified with the classifier 3 and the classification

accuracy was 88 %.

1004 O O O O fe) Tl O re)

S (=) [
(=} (=} (=}
L L L

3%
(=]
1

Accumulated contribution rate/%

(=]

T T T 1

4 6 8 10
PC Number

(=}
(S}

Fig.9 PC Number and accumulated contribution rate in the

area of coordinates [6 313.7 081, 4 385.5 156
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3.3.4 Multi-classifier fusion based on information entropy
decision

The entropy and the weight of each classifier were calcu-
lated with (17) and its reciprocal respectively. According to
the classification result of each sample in different classifiers

and the proportion of the classifier in the multi-classifier

fusionbased on information entropy decision, the final classifi-
cation result of each sample was obtained according to (19).
The classification results for all samples in the test set with
each classifier and with the multi-classifier fusion based on in-

formation entropy decisionare shown in Table 4.

Table 4 The classification result of each classifier and the fusion

The number of Entropy of The classifier weights Correct classification Accuracy
test set classifiers of Information fusion numbers /%
Classifier 1 100 0.55 1. 81 88 88
Classifier 2 100 0.63 1.58 90 90
Classifier 3 100 0.91 1.11 88 88
Multi-classifier fusion 100 92 92

4 Conclusions

In this work, a new method is proposed for rapid identi-
fication of pure cotton and mercerized cotton products with
two-dimensional correlation spectra analysis. Two-dimension
correlation spectra were calculated in which humidity is the
external disturbance. Three kinds of classification features
were extracted from the synchronous two-dimension correla-
tion spectra. Then Support Vector Machine (SVM) was com-

bined with different kind of classification features to construct
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