Surpassing the standard quantum limit of optical imaging via deep learning
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The sensitivity of optical measurement is ultimately constrained by the shot noise to the standard quantum limit. It has become a common concept that beating this limit requires quantum resources. A deep-learning neural network free of quantum principle has the capability of removing classical noise from images, but it is unclear in reducing quantum noise. In a coincidence-imaging experiment, we show that quantum-resource-free deep learning can be exploited to surpass the standard quantum limit via the photon-number-dependent nonlinear feedback during training. Using an effective classical light with photon flux of about $9 \times 10^4$ photons per second, our deep-learning-based scheme achieves a 14 dB improvement in signal-to-noise ratio with respect to the standard quantum limit.
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1. Introduction

Optical measurement with sensitivity as high as possible is highly demanded in various science and technology, ranging from biology and astronomy to quantum information [1–3]. However, the sensitivity of optical measurements is ultimately limited by the shot noise due to the quantum fluctuation of occupation of the probe field, imposing a constraint on the standard quantum limit (SQL) to the sensitivity limit [4–8]. Quantum resources such as squeezed quantum states [2,3,9–12] and highly entangled states [13–16] have been proposed and successfully used to improve the measurement sensitivity beyond the SQL. Squeezed vacuum fields have also been exploited to reduce the noise level below the SQL in optical interferometers [3,10]. Nevertheless, the squeezing-resulting improvement is easily destroyed by loss and phase noise. Thus, a deeply squeezed light is required to achieve a sensitivity far beyond the SQL but is very challenging to be prepared for a strong light. Alternatively, weak measurements [17–20] have been proposed for beating the SQL in special circumstances. A nonlinear interferometer combined with quantum entanglement can even beat the Heisenberg limit of measurement [2,21–25]. It is desirable to develop an approach for surpassing the SQL within a broadband and valid for a strong light including a huge number of photons.

Deep learning (DL) has become the working horse of improving performance of pattern recognition [26,27], quantum information technology [28], and imaging [29–32]. DL mathematically treats noise as a random fluctuation of signals and has demonstrated the capability of beating some fundamental limit in physics such as the diffraction limit [30,33]. Note that machine learning has been exploited to achieve a sensitivity scaling better than the SQL. Nevertheless, it still requires entangled qubits in measurement [34]. Here we show that a DL neural network with the “noise2noise” protocol can suppress quantum noise without prior knowledge of a clean signal. Our work, which is free of using quantum entanglement or squeezing of the probe field such as entanglement or squeezing, provides a general approach to beat the SQL in the classical regime.

2. DL-Based Denoising Protocol

In the mathematical sense, DL can reduce random fluctuations of a detected signal, irrespective of the origin of the noise.
Considering that the obtained signal is noisy in the practical measurement, we utilize the so-called noise2noise DL protocol, which can exploit the noisy signal as a target to reduce the noise in detection. In principle, a neural network depicted in Fig. 1(a) can be modeled as a regressor function \( f_\theta \), where \( \theta \) is the network parameter set. After the DL network is fed with a set of data pairs \( \{ (\hat{x}_i, \hat{y}_i) \} \) of noisy inputs \( \{ \hat{x}_i \} \) and noisy targets \( \{ \hat{y}_i \} \), the regressor function \( f_\theta \) and its parameter set \( \{ \theta \} \) can be determined by the training process. The basic idea of neural network training is to minimize error between the network outputs and the given targets. The training process can generally be mathematically described as \( f_\theta = \arg \min_\theta \sum_i \mathcal{L}(f_\theta(\hat{x}_i), \hat{y}_i) \), where \( \mathcal{L} \) is the loss function measuring error between the network output and the target. By specifying this loss function as a \( L_2 \) loss function, namely the least squared error, we exploit the DL noise2noise protocol.

We now explain how a neural network with the noise2noise protocol can be used to suppress the shot noise and subsequently beat the SQL in measurement. We consider an observed imaging \( r \) with noise in our optical measurement given by

\[
r = s + p(s) + n,
\]

where \( s \) stands for the real signal of interest, \( p(s) \) represents the shot noise, and \( n \) stands for other system noise, such as the dark current noise and the readout noise. Note that both the dark current noise and the readout noise are statistically independent of the real signal. One can always set their mean values to zero via background subtraction. Thus, we can assume that \( n \) satisfies the zero-mean condition without loss of generality. On the other hand, the shot noise \( p(s) \) is theoretically a quantum fluctuation of received photon numbers. The probe signal with the fluctuation, \( s + p(s) \), obeys the Poisson distribution. We are interested in the signal \( s \), which is actually the averaged photon number and thus has no fluctuation. The distribution of the fluctuation \( p(s) \), denoting the shot noise in measurement, can be

\[\text{Fig. 1. (a) Schematic of the noise2noise protocol. Both the inputs and targets during training are noisy data, and the loss function is } L_2 \text{ loss. With this protocol, the well-trained DL neural network can denoise the input noisy signal. (b) Diagram model for U-net. The structure includes two parts: the contracting part (left yellow area) and the expansive part (right pink area). Each slab represents a layer in the neural network. Colors indicate different types of layers, as shown by legends. (c) Schematic of data set preparation process. First, we randomly choose } m \text{ frames from the original image data set } \{D^{(o)}\}. \text{ These frames generate a new image through accumulation and min-max normalization. This procedure is repeated } N^{(r)} \text{ times to obtain the regrouped image data set, including } N^{(r)} \text{ frames. Then, the new data set is used for training.}\]
considered as a shifted Poisson distribution with zero-mean value.

In the noise2noise protocol, the input and target data sets are noisy data sets \( \{ r_{\text{input}} \} \) and \( \{ r_{\text{target}} \} \), respectively. Then, we can mathematically describe the training process of the DL neural network with \( L_2 \) loss as

\[
f_{\theta, \text{trained}} = \arg\min_{\theta} \sum_i \left[ f_{\theta}(r_{\text{input}}) - r_{\text{target}} \right]^2 , \tag{2}
\]

where \( f_{\theta} \) and \( f_{\theta, \text{trained}} \) are the network functions during training and after training, respectively. \( f_{\theta} \) updates during the training process. By substituting Eq. (1) into Eq. (2), we obtain

\[
f_{\theta, \text{trained}} = \arg\min_{\theta} \sum_i \left[ f_{\theta}(s + p_{\text{input}}(s) + n_{\text{input}}) - [s + p_{\text{target}}(s) + n_{\text{target}}] \right]^2 . \tag{3}
\]

To minimize the loss in Eq. (3), \( f_{\theta, \text{trained}} \) needs to satisfy

\[
f_{\theta, \text{trained}}[s + p_{\text{input}}(s) + n_{\text{input}}] \sim E[s + p_{\text{target}}(s) + n_{\text{target}}] \sim s , \tag{4}
\]

where the function \( E \) calculates the ensemble moment. Equation (4) holds because both \( p(s) \) and \( n \) are the zero-mean distributions. This DL training process implicitly includes an extremely nonlinear feedback dependent on photon number “seen” by pixels. Thus, all types of noise in optical measurement can be reduced with our DL neural network.

Importantly, the nonlinear feedback enables the DL neural network to surpass the SQL for optical imaging. Physically, the probe field seen by a pixel collapses to a photon number state during each measurement. The photon number state can vary pixel by pixel and also fluctuate as measurement is ongoing. This fluctuation includes the shot noise and leads to the quantum standard limit in classical optical measurement. Now, we consider our DL-enhanced imaging. Assuming the original imaging has reached the standard quantum limit, which is reasonable in this coincidence imaging, the obtained image frame during each measurement can be modeled as

\[
r_m(l, q) = P_{\text{Poisson}}[N_m \cdot P_{\text{pattern}}(l, q)] , \tag{5}
\]

where \( r_m \) represents the obtained image frame of the \( m \)th measurement, \( l \) and \( q \) are the pixel locations on the optical imaging device, \( N_m \) is the total number of photons received by imaging device in the \( m \)th measurement, and \( P_{\text{pattern}} \) denotes the ideal pattern of photon distribution. Equation (5) indicates that the photon number on each pixel at \( (l, q) \) obeys the Poisson distribution with a moment \( \lambda_{\text{Poisson}} = N_m \cdot P_{\text{pattern}}(x, y) \). After the training is completed, for new input data \( r_m'(l', q') \) at pixel \( (l', q') \), the DL neural network returns an output as

\[
f_{\theta, \text{trained}}[r_m'(l', q')] = P_{\text{output}}[N_m \cdot P_{\text{pattern}}(l', q')] , \tag{6}
\]

where \( P_{\text{output}} \) represents the photon number distribution given by well-trained DL network and is different from that of \( r_m(l, q) \) because of the nonlinear feedback. With the training process of Eq. (2), the \( L_2 \) loss between \( P_{\text{output}} \) and \( P_{\text{Poisson}} \) is as small as possible. Then, the variance of \( P_{\text{output}} \), meaning the suppressed noise, can reduce to a level well below the shot noise.

This work shows the capability of using the noise2noise-based DL scheme to surpass the SQL in practical imaging. Note that optical imaging here, surpassing the SQL means to improve the signal-to-noise ratio (SNR) above the constraint imposed by the shot noise, when the overall number of photons is fixed during measurement. In practical measurement, the traditional noise2clean-based DL denoising approach may use the averaged image with a long exposure time as the clean target image. The available maximal SNR is up to that of the averaged image. These traditional methods need more photons or quantum resources. Therefore, they cannot surpass the SQL.

We used an end-to-end DL neural network, called U-net\[36\]. The specific structure of the U-net is shown in Fig. 1(b). It includes two parts: the contracting path (yellow area) and the expansive path (pink area). The contracting path consists of four repeating encoder units. Each encoder unit has five layers: two \( 3 \times 3 \) convolutional layers, each followed by a ReLU, one \( 2 \times 2 \) max pooling layer as the encoder unit. The contracting path extracts a multiscale latent representation of the input image. The expansive path also consists of four repeating decoder units. Each decoder unit has seven layers: two \( 3 \times 3 \) convolutional layers, each followed by a ReLU, one \( 2 \times 2 \) transposed convolutional layer followed by a ReLU, and then a depth concatenation layer. In the end of the expansive path, there is a \( 1 \times 1 \) convolutional layer as the final output layer. This comprehensive expansive path decompresses the representation from the contracting path to complete an end-to-end DL of target images.

Our DL-based denoising scheme can be divided into two stages: data preparation and training. The data preparation stage is depicted in Fig. 1(c). The \( i \)th frame original image data obtained in experiment are denoted as \( \{ D_{\text{input}}^{(i)} \} \) with \( i = \{ 1, 2, \ldots, N^{(\text{input})} \} \), where \( N^{(\text{input})} \) is the total number of image frames. In our experiment, we conduct the single-photon coincidence imaging with heralded single photons. Each original image frame only contains a few photons and is unsuitable for neural network training. In the data preparation stage, we randomly choose \( m \) frames with equal probability from \( \{ D_{\text{input}}^{(i)} \} \) and then accumulate them into a new image frame. We apply min-max normalization on it. This procedure is repeated \( N^{(\text{input})} \) times. In doing so, we obtain a new image data set \( \{ D_{\text{output}}^{(i)} \} \) consisting of \( N^{(\text{output})} \) image frames. This new data set is equally divided into an input set and a target set. Each input frame corresponds to a target frame to form a noise2noise training pair. These pairs are then used in the training of the U-net. The training procedure updates the weights of the DL neural network. Once training finishes, we accumulate all the well-trained output
image frames into the final denoised image. Our U-net training process is performed on an Intel Xeon Platinum 8180 CPU with MATLAB R2021a (see detailed hyperparameters in Appendix B).

3. Experimental Setup for Coincidence Imaging

We experimentally validate the suppression of the shot noise by using a DL neural network with the noise2noise DL protocol in single-photon coincidence imaging. Our experimental setup for generating the single-photon Airy pattern in each shot is shown in Fig. 2(a). We generate polarization-entangled heralded single photons from a spontaneous parametric downconversion process in a Sagnac interferometer embedded with a PPKTP crystal[37]. The generation rate of correlated photon pairs is 9 kHz with a 5-ns coincidence measurement time window. Signal photons generated from the spontaneous parametric downconversion process are coupled out from an optical fiber with a fiber port and then pass through a polarizing beam splitter. After that, these single photons are incident on a reflective spatial light modulator (SLM) with the desired cubic phase modulation. The SLM generates the Airy pattern at the focal plane of lens L. Generally, this SLM can be replaced with any scattering objects. Idler photons are collected to trigger the iCCD for detection of signal photons. The optical gate width of iCCD is set as 5 ns. The iCCD is in the integrate-on-chip mode with an exposure time $\Delta t_e$, which determines the accumulating period of signal photons before the imaging is read out. A 22-m-long optical fiber is used as a delay line to compensate for the electric delay of the iCCD. This ensures that signal photons reach the camera at the same time when the camera is triggered by the heralding detection of idler photons, which is in temporal correlation with signal photons. To make a convincing comparison between the shot noise and our DL-enhanced results, we use a trivial coincidence imaging to mimic the background noise other than the shot noise by switching on the time gate of the iCCD only when signal photons arrive. In our setup, signal photons are scattered by the object and directly detected by the iCCD. Thus, our arrangement is essentially different from the standard ghost imaging, in which photons in the scattering path are detected for triggering the detection of reference photons[38,39]. Here, the temporal correlation between idler and signal photons is explored to generate a gate signal for switching on the iCCD. It can be replaced with an electric gate signal if coherent laser pulses are used for imaging.

4. Beating the Shot Noise with DL

The small value of the conditional second-order correlation function clearly shows that the heralded single-photon source has a good single-photon nature and the two- or multiphoton events can be neglected (see details in Appendix A). The coincidence imaging is conducted in the setup shown in Fig. 2(a). Figure 2(b) shows the observed image accumulated over a single frame, 50 frames, 500 frames, and 5000 frames, respectively. For each frame, the exposure time is $\Delta t_e = 0.2$ s. These images clarify the single-photon coincidence imaging.

We first characterize noise in our experiment. According to Ref. [40], the shot noise $N_{\text{shot}}$ of a light field detected by the iCCD can be described as

$$N_{\text{shot}} = G \times F \times \sqrt{\eta \phi_p \Delta t_e},$$

(7)

where $G$, $F$, and $\eta$ are, respectively, the electron gain factor, the noise factor, and quantum efficiency. $\phi_p$ is the mean photon flux of the light beam incident to each pixel, and $\Delta t_e$ indicates the integration time in photon detection. Both dark current noise and readout noise are irrelevant with $\phi_p$. The total noise $N_{\text{exp}}$ detected by each pixel dominantly attributes to the shot noise, dark current noise, and readout noise, respectively. We have
\[ N_{\text{exp}} = \sqrt{\sigma^2} \], where \( \sigma^2 \) is the variance of observed pixel brightness. Therefore, if the experimental system reaches the shot-noise limit, \( \sigma^2 \) is linearly dependent on \( \phi_p \) when \( \Delta t_e \) is fixed.

Figures 2(c) and 2(d) confirm that our experiment is shot-noise-limited. In experiment, the exposure time of each frame is set to \( \Delta t_e = 0.2 \) s. We collect 10,000 original imaging frames. As shown in Fig. 2(c), we choose 100 pixels indicated by the red dots in all 10,000 frames to calculate the mean photon flux \( \phi_p \) and the corresponding noise variance \( \sigma^2 \). The results are shown in Fig. 2(d). Clearly, the variance \( \sigma^2 \) increases linearly with \( \phi_p \Delta t_e \).

The value of the mean phonon number \( \bar{n}_{\text{photon}} \) is the original readout brightness of the iCCD. It is proportional to the “real” photon number, according to the working mechanism of the iCCD. This verifies that our experiment system is shot-noise-limited.

Figure 3 shows that our DL algorithm can greatly reduce the noise of imaging. We measure the single-photon Airy pattern with \( \Delta t_e = 0.1 \) s and 0.5 s, respectively. For each \( \Delta t_e \), the data set consists of 5000 original frames. The experimental images are directly accumulated from the original data set and then min-max normalized. They are equivalent to the standard averaged results, being subject to the SQL. To obtain DL-enhanced images, we create the training data set according to the procedure depicted in Fig. 1(c) with parameters \( m = 500 \) and \( N^{(*)} = 1500 \). Then, this data set is fed into the neural network. The top and side views of the experimental and DL-enhanced images are illustrated in the left and middle columns. Some subtle peaks are overwhelmed by strong noise in the original images and thus are indistinguishable. In contrast, our DL neural network considerably reduces the noise level and generates much clearer images. As a result, more details of the imaging structure, including the blur peaks, become distinguishable.

The right-column plots show the profiles along the red lines in the Airy patterns. After denoising, the DL-enhanced results clearly display two and four more peaks in comparison with the original images. The middle column shows that the DL algorithm has significantly reduced the amplitude of noise in a signal-free area (e.g., pixel position in \( x \) direction from 0 to 50). With the exposure time \( \Delta t_e \) increasing (see gray bars in right column of Fig. 6 in Appendix C), the noise level and variance of the directly accumulated images approach those of the DL-enhanced results, respectively. This implies that the DL algorithm can remarkably suppress the shot noise within the same measurement time. In Fig. 3(b), we also plot the envelope of the theoretical Airy pattern (see also Appendix D). It can be seen that the envelope of the DL-enhanced result is better fitted by the theoretical envelope because the shot noise is greatly reduced.

Figure 4 characterizes the denoising performance of our DL algorithm by comparing the SNR between the original and the DL-enhanced images. Here, we use two definitions for SNR. Both are widely used for evaluating the performance of measurement\(^{[41]}\). The first type of SNR is defined as

\[
\text{SNR}^{(1)} = 10 \log (P_{\text{signal}} / \sigma_{\text{noise}}^2),
\]

where \( P_{\text{signal}} \) is the central pixel brightness of the main peak of the Airy pattern, indicated by a red dot in Fig. 4(a), and \( \sigma_{\text{noise}}^2 \) is the variance of the pure noise area indicated by the red box. Figure 4(b) shows the directly accumulated SNR\(^{(1)} \) using the original and the DL-enhanced images versus the exposure time \( \Delta t_e \). This SNR\(^{(1)} \) in both imaging methods increases with the exposure time increasing. Because the original image is at the shot-noise level, its SNR definitely reaches the SQL. In contrast to the standard accumulation scheme, the DL-based scheme can greatly improve the SNR. Basically, the improvement increases...
as the exposure time increases, corresponding to an effectively stronger classical light beam used for imaging. This DL-based scheme surpasses the SQL by more than 15 dB when $\Delta t_r = 0.5 \text{s}$, corresponding to about 18,000 photons detected in each frame. This shows that a DL neural network can beat the SQL in measurement without requiring quantum resources such as entanglement and squeezing, or prior knowledge of signals.

The improvement provided by the DL-based scheme can be further verified with the second type of SNR, defined as

$$\text{SNR}^{(2)} = 10 \lg(P_{\text{signal}}/\sigma_{\text{SNR}}^2),$$

where the variance $\sigma_{\text{SNR}}^2$ is calculated from the central pixel brightness of the main peak in the regrouped data sets. To evaluate SNR$^{(2)}$, we first measure $10^4$ original image frames under an exposure time of $\Delta t_r = 0.2 \text{s}$. Then, according to the data-preparation procedure, we create 10 regrouped data sets with a grouping size $m$ ranging from 100 to 1000. Each regrouped data set contains 3000 frames, yielding 1500 frame pairs. The DL algorithm is then applied to obtain the corresponding denoised data sets for each regrouped data set. The variance $\sigma_{\text{SNR}}^2$ shown in Fig. 4(c) is calculated from the regrouped data set and the DL-enhanced data set, respectively. The DL-based scheme has significantly reduced the variance of the directly accumulated signal, indicating a great suppression of the shot noise. At $m=10^3$, the SNR is improved by about 14 dB. Because the observed signal’s variance represents the shot-noise level, the DL-based scheme clearly reaches an SNR far beyond the SQL. Each image in the regrouped data set is equivalent to an observation with an exposure time $m\Delta t_r$, varying from 20 to 200 s. In doing so, we equivalently conduct imaging with a classical coherent light including 7 × $10^5$–7 × $10^6$ photons in each frame (see Appendix A).

5. Conclusion and Discussion

In summary, we have proposed and demonstrated a DL-based denoising scheme to achieve measurement sensitivity beyond the SQL with only a classical resource. The photon-number-dependent nonlinear feedback during training significantly suppresses the shot noise inherently existing in measurement. This work opens the door to achieve unprecedented precision in measurement. Meanwhile, the data postprocessing nature of our scheme makes it generally valid for various measurement systems. This DL-based denoising scheme is not limited to optical imaging but is also applicable to spectroscopy and various interferometers. It can even be extended to the microwave and acoustic-wave domains.

Appendix A: Characterizing the Single-Photon Source

To characterize the heralded single-photon source, we measure the conditional second-order coherence function. The function is defined as the second-order correlation of the signal field, conditioned on successfully detecting an idler photon count.

Fig. 5. The conditional second-order correlation function $g_c^{(2)}(\tau)$ versus the delay $\tau$.

$$g_c^{(2)}(t_1, t_2|t_1) \equiv \frac{\langle E_1^\dagger(t_1)E_1^\dagger(t_2)E_1(t_2)E_1(t_1) \rangle_{\text{pm}}}{\langle E_1^\dagger(t_1)E_1(t_1) \rangle_{\text{pm}}\langle E_1(t_2)E_1(t_1) \rangle_{\text{pm}}},$$

where the bracketed notation $\langle \cdot \rangle_{\text{pm}}$ means the ensemble average. We experimentally tested the delayed correlation function $g_c^{(2)}(\tau) \equiv g_c^{(2)}(t_i, t_i+\tau|t_i) = g_c^{(2)}(0, \tau|0)$. The measured $g_c^{(2)}(\tau)$ with a coincidence window $\Delta t_c = 5 \text{ns}$ is shown in Fig. 5. The small value $g_c^{(2)}(0) = 0.04$ implies that our heralded single-photon source is of good quality, and the two- or multiphoton events can be neglected.

The number of received photons in a single frame with $\Delta t_r$ is estimated as

$$N_{\text{frame}} = \Phi_{\text{source}} \cdot \eta_{\text{system}} \cdot \Delta t_r,$$

where $\Phi_{\text{source}}$ is the coincident photon number per second directly measured from the photon source, and $\eta_{\text{system}}$ is the overall transmission efficiency. In our experiment, the $\Phi_{\text{source}}$ is approximately $9 \times 10^4$ photons per second and the $\eta_{\text{system}}$ is 39%. Thus, each frame with $\Delta t_r = 0.2 \text{s}$ contains approximately $7 \times 10^5$ photons.

Appendix B: Hyperparameters

Here, we briefly introduce the important hyperparameters. The most basic hyperparameter is the learning rate $\eta$, namely, a tuning parameter in the optimization process that determines the step size at each iteration. Another important hyperparameter is the training epoch $N_{\text{epoch}}$, which indicates the number of passes of the entire training data set. During the training, the data sets are grouped into batches, including $S_{\text{batch}}$ samples each. In this work, we set $\eta=10^{-4}$, $N_{\text{epoch}} = 2$, and $S_{\text{batch}} = 24$. The hyperparameter choice of the DL-based scheme can be adjusted as needed.

Appendix C: Characterizing the Denoising Performance

To further demonstrate the denoising performance of the DL-based scheme, we present the distribution of the pure noise
(no-signal area) before and after DL suppression, shown in Fig. 6. Each row corresponds to the results under different exposure time. The yellow boxes in the left column contain a $75 \times 75$-pixel no-signal area (pure noise area). For both original (left column) and DL-enhanced Airy pattern (middle column), we count the brightness of pixels in the same pure noise area. The corresponding original and DL-suppressed noise distributions are presented in the right column, respectively (see the gray and red bars). The distribution clearly shows that both the mean noise and the variance reduce simultaneously. Thus, the SQL is surpassed in the DL-based scheme and the DL-enhanced imaging has a larger SNR. As the exposure time increases, both the moment and variance of brightness in the original images reduce and gradually approach the DL-enhanced results, as shown in the right column. This indicates that our DL algorithm can surpass the SQL of measurement.

Appendix D: Comparison with an Ideal Airy Pattern

The envelope $\phi$ of an ideal Airy beam is given by

$$\phi = \text{Ai}(x) \exp(ax) \cdot \text{Ai}(y) \exp(by),$$  \hfill (D1)

where $\text{Ai}(\cdot)$ represents the Airy function, $x$ and $y$ are the horizontal and vertical coordinates of the Airy pattern on the iCCD detection plane, respectively. Figure 7(a) shows the ideal Airy pattern and its cross section profile is indicated by the red line. By adjusting parameters $a$ and $b$ in Eq. (D1), the theoretical Airy function fits the first two peaks of the accumulated and the DL-enhanced images well, as shown in Fig. 7(b). Moreover, the envelope (solid red curves) of the ideal Airy pattern is a better fit with the DL-enhanced peaks than the directly accumulated results. This reflects that the DL-enhanced result is closer to a noiseless image.

Acknowledgement

This work was supported by the National Key R&D Program of China (Nos. 2019YFA0308700, 2019YFA0308704, and 2022YFA1405000), the Innovation Program for Quantum Science and Technology (No. 2021ZD0301400), the National Natural Science Foundation of China (Nos. 11874212 and 11890704), the Program for Innovative Talents and Teams in Jiangsu (No. JSSCTD202138), the Excellent Research Program of Nanjing University (No. ZYJH002), and the Natural Science Foundation of Jiangsu Province, Major Project (No. BK20212004).

†These authors contributed equally to this work.

References


