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Film thickness measurement can be realized using white light interferometry, but it is challenging to guarantee high pre-
cision in a large range of thicknesses. Based on scanning white light interferometry, we propose a spectral-temporal
demodulation scheme for large-range thickness measurement. The demodulation process remains unchanged for either
coatings or substrate-free films, while some adjustments are made according to the estimated optical thickness.
Experiments show that the single-point repeatabilities for 500 nm SiO2 coating and 68 μm substrate-free Si film are
no more than 0.70 nm and 1.22 nm, respectively. This method can be further developed for simultaneous measurement
of surface profile and film thickness.
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1. Introduction

Thin films play important roles in the fields of semiconductors,
optoelectronics, integrated optics, etc. Following the increasing
demand on thin film quality[1], precise measurement of film
thickness is crucial to provide valuable feedback for the fabrica-
tion process. While dealing with transparent thin films, com-
mercial ellipsometry systems[2] can give good results of film
thickness, yet they can hardly measure surface profile and film
thickness at the same time. On the contrary, white light interfer-
ometry (WLI) is well-known for surface profile measurement
with high precision, and it shows great potential for simultane-
ous measurement of film thickness and surface profile[3], yet it is
hard to measure a large range of thickness with high accuracy.
The measurement of film thickness usingWLI can be realized

through time-domain detection[4–9] or spectral-domain detec-
tion[3,10–13]. ForWLI with time-domain detection, the interfero-
metric signal is obtained by temporal scanning of the optical
path difference (OPD), and the signal will contain two peaks
corresponding to the reflection from the front and rear surfaces
of the thin film. Film thickness can be obtained by calculating
the distance between these peaks. However, when the optical
thickness of film is less than the coherence length of the white
light source, these two peaks are mixed with each other, which
affects the precision of thickness measurement. In this case, it is

feasible to measure the thickness by building and solving non-
linear equations or by applyingmodel-based fitting methods, yet
the phase change with reflection and the multi-reflection in thin
film should be carefully dealt with for high-precision measure-
ments[4,9,14]. ForWLI with spectral-domain detection, the inter-
ferometric signal is obtained using a spectrometer. By analyzing
the reflectance spectrum from thin film, the thickness can be
determined[3,10–12]. It is suitable for the measurement of thin
film with small optical thickness (less than the coherence length
of light source), but the range of measurable thickness is limited
by the parameters of the spectrometer, while the application of a
high-performance interferometer will significantly increase the
cost of the measuring system.
Since the Fourier transform of the time-domain interferomet-

ric signal is equivalent to the spectrumwhen the numerical aper-
ture (NA) is approximately equal to zero[15], which is the
principle of Fourier transform infrared (FTIR) spectroscopy,
it is also feasible to apply spectral demodulation methods using
time-domain detection. Thin films with thickness from 50 nm to
1.5 μm can be measured using this demodulation scheme[5–8].
Besides, the spectral phase information obtained by Fourier
transform can also be applied to demodulate the value of thick-
ness[15]. Yet, the upper limit of measurable thickness is still rel-
atively small.
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In this paper, we propose a spectral-temporal demodulation
method to realize high-precision thickness measurement in a
large range of thicknesses. The theoretical full-range precision
and lower limit of thickness are determined by the spectral
demodulation method, and the theoretical upper limit of thick-
ness is determined by the scanning range of the optical delay
line. A home-made fiber-optic scanning WLI with gradient-
index (GRIN) lens probe[16] is applied. A weak reflector is
inserted in the probe to provide reference. Five-point thickness
measurements for a coating of SiO2 (thickness ≈ 500 nm) on Si
as well as a substrate-free Si film (thickness ≈ 68 μm) are realized
using the proposed method. This method can be easily extended
to simultaneous measurement of film thickness and surface pro-
file by applying collimated illumination and a two-dimensional
detector, since the absolute position information is also con-
tained in the interferometric signal.

2. Principle

In this paper, we use scanningWLI to realize thickness measure-
ment of transparent coating or substrate-free film with a large
thickness range. A home-made WLI system[16] with double
probes is applied, yet one probe is enough for the thickness mea-
surement of transparent films, which is discussed in this paper. It
is a fiber-based system for single-point measurements, and the
NA is approximately equal to zero. The probe follows the design
described in Ref. [16] with a weak reflection surface inside. A
broad-spectrum light source is applied, and the incident light
field E0 can be described as

E0�k� = A0�k�eiθ�k�, (1)

where k is the wave number,A0 is the amplitude representing the
spectral distribution of the light source, and θ is the initial phase.
The reflected light field E1 from the reflecting surface and the

film under test can be expressed as

E1�k� = rp�k�E0�k� � �1 − r2p�k��r�k�E0�k�eikL, (2)

where rp and r are the Fresnel reflection coefficients of the
reflecting surface and film under test, respectively, and L is
two times the distance between the reflecting surface and the
surface of the thin film.
For coatings (without reflection from the backside of the sub-

strate) and substrate-free films, the refractive index of the film
under test is set to be n1, and the refractive index of the substrate
(or air for substrate-free films) is set to be n2. We define d as the
thickness of film; thus the reflectance of the coating R can be
expressed as follows:

R�k� = jr�k�j2, (3)

with

r�k� = r1�k� � r2�k�e−2ikn1�k�d
1� r1�k�r2�k�e−2ikn1�k�d

, (4)

where r1 and r2 are defined as

r1�k� =
1 − n1�k�
1� n1�k�

, (5)

r2�k� =
n1�k� − n2�k�
n1�k� � n2�k�

: (6)

Also, the reflectance Rp and the transmittance Tp of the probe
are expressed as follows:

Rp�k� = jrp�k�j2 = r2p�k�, (7)

Tp�k� = 1 − Rp�k� = 1 − r2p�k�: (8)

In the scanning WLI, the light is divided into two beams after
passing through the coupler. After passing through the optical
delay line, the two beams interfere with each other, and the total
light field E is

E�k, S� = q1E1�k� � q2E1�k�eikS
= E0�k��rp � Tp�k�r�k�eikL��q1 � q2e

ikS�, (9)

where q1 and q2 are two intensity coefficients of the two beams,
respectively, and S is the OPD between two beams introduced by
the optical delay line. The interferometric signal I is expressed as

I�S� =
X
k

jE�k,S�j2

=
X
k

A2
0�k�jrp�k�q1 � rp�k�q2eikS � Tp�k�jr�k�jq1eikL�iφ�k�

� Tp�k�jr�k�jq2eik�L�S��iφ�k�j2, (10)

where φ is the phase deviation introduced by the thin film. Since
differential detection is used to filter out the DC term, the inter-
ferometric signal If we finally get is

If �S� = 4q1q2
X
k

A2
0�k��U1�k� � U2�k� � U3�k��, (11)

with

U1�k� = �Rp�k� � T2
p�k�R�k�� cos kS, (12)

U2�k� = rp�k�Tp�k�jr�k�j cos�k�L� S� � φ�k��, (13)

U3�k� = rp�k�Tp�k�jr�k�j cos�k�L − S� � φ�k��: (14)

It can be seen from Eqs. (11)–(14) that due to the low coher-
ence of the broad-spectrum light source, there are three peaks in
the interferometric signal (around S = 0, L, −L, respectively). By
demodulating the distance between these peaks, we can obtain L,
which means the profile of the thin film surface can be obtained
with two-dimensional detection. Since only single-point
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detection is applied in our experiments, the demodulation of L is
not discussed in this paper.
This scanning process is actually equivalent to FTIRmeasure-

ment of E1. The time-domain interference signal is the Fourier
transform of the spectral signal, and vice versa. In the time
domain, we can easily separate the interferometric signal around
the central peak (S ≈ 0) to obtain the spectrum F�k�:

F�k� = 4q1q2A
2
0�k��Rp�k� � T2

p�k�R�k��: (15)

This step has the same intention of applying a “spectral car-
rier” described in Ref. [3], yet we take only one Fourier trans-
form instead of two, since the time-domain signal is
directly taken.
Without film under test, the reflectance spectrum of the

reflecting surface in probe Fp to be measured is

Fp�k� = 4q1q2A
2
0�k�Rp�k�: (16)

When testing a reference surface with known reflectance Rref ,
the reference spectral Fref can be obtained:

Fref �k� = 4q1q2A
2
0�k��Rp�k� � T2

p�k�Rref �k��, (17)

with

Rref �k� = jrref �k�j2 =
�
1 − nref �k�
1� nref �k�

�
2
: (18)

According to Eqs. (15)–(18), the reflectance spectrum R can
be obtained:

R�k� = F�k� − Fp�k�
Fref �k� − Fp�k�

Rref �k�: (19)

The film thickness can be obtained by fitting R�k� to the theo-
retical curve described by Eqs. (3)–(6). The sum of squared
errors W is described as

W�din� =
X
k

jRth�din,k� − R�k�j2, (20)

where Rth is the theoretical value of R with input thickness din.
The Levenberg–Marquardt (LM) algorithm[17] is applied to

obtain the demodulated thickness, which theoretically corre-
sponds to the minimum value of W. To obtain correct results
using the LM algorithm, proper initial values are needed. For
nano-scale thin films, the film thickness can be roughly esti-
mated according to the parameters of fabrication process, and
the absolute error is generally no more than 100 nm. Thus,
the estimated thickness can be used as the initial value for the
LM algorithm. However, for films with larger thickness, the
absolute error of estimated thickness can be large, even with
the same scale of relative error. According to Eqs. (3), (4),
and (20), whenever the value of optical thickness changes by
about half the center wavelength of the light source, a local
minimum value of W will occur. The thickness difference Δd
between the local minima of W can be expressed as

Δd ≈
λc

2ng�λc�
, �21�

where λc is the center wavelength of the light source, and ng is the
group index. If we still take the estimated thickness as the initial
value for the LM algorithm, the output often takes the nearest
local minimum point, which brings errors to the thickness
measurement.
However, for a film with a large thickness, the OPD between

the front and back is usually much larger than the coherence
length of the white light source. Therefore, the rough value of
film thickness d0 can be obtained in the time-domain interfero-
metric signal by the envelope method[18]. d0 is usually much
more precise than the thickness estimated by the manufacturer,
yet errors larger than Δd may still occur. To make sure that we
have a proper initial value for the LM algorithm, we take a set of
initial values dini defined as

dini = d0 ±mΔd, �22�

where practically we take m = 0, 1, 2, 3. Accordingly, the LM
algorithm is carried out seven times using different initial values.
Among the seven results, the one with the minimum sum of
squared errors is taken as the measured thickness value.
We should also pay attention to another issue concerning

the fitting process. R�k� oscillates with higher frequency in
the spectral domain while dealing with larger thicknesses. In this
case, phase error may occur in the spectral signal[19], which may
also bring errors for the fitting process. To solve this problem,
we perform Hilbert transform on the theoretical and the mea-
sured R, respectively, and take the argument to get the phase
signal α:

α�k� = arg�Hilbert�R�k���: (23)

Theoretically, the obtained phase α can be used for the fitting
process. However, α is a wrapped phase signal, which means the
phase ambiguity of the integer multiple of 2π exists. Although α
can be unwrapped with the proper algorithm, which avoids the
phase jump around 0 and 2π, the integer multiple of 2πmay still
exist between measured and theoretical values of α. For this rea-
son, additional preprocessing is needed before the fitting of α,
which will increase the algorithmic complexity. Besides, incor-
rect unwrapped values of α and the deviation of α at few points
tend to cause relatively large error when a direct fitting of
unwrapped α is carried out. In order to get more reliable fitting
results with a simpler process, we define signal β as

β�k� = cos�α�k��: (24)

β contains the phase information of α, and the sudden jumps
caused by phase wrapping in α are also avoided. Although the
cosine function may change the frequency distribution of noise,
experimental results show that the influence is negligible. So, for
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the simplicity and reliability of the thickness demodulation
process, we fit β instead of R while measuring large thickness.

3. Experimental Results

In the experiments, the center wavelength of the white light
source is 1310 nm, and the full width at half-maximum of the
spectrum is about 70 nm. In order to verify the reliability of
the proposed method, a 500 nm SiO2 coating on the Si substrate
and a 68 μm substrate-free film were selected for thickness mea-
surement. The back surface of the Si substrate for SiO2 coating is
a highly scattering surface, so the reflection can be ignored
although Si is transparent to the 1310 nm light source. The opti-
cal thickness of the SiO2 coating is smaller than the coherence
length of the light source, so the peaks caused by different sur-
faces of the thin film overlap with each other. On the contrary,
the optical thickness of the Si film is greater than the coherence
length, so the peaks caused by different surfaces of thin film can
be distinguished. To measure the thickness and uniformity of
the films, classical five-point measurement was carried out for
each film, and five repeated measurements were performed at
each point.
According to Eq. (19), F, Fp, Fref , and Rref need to be known to

calculate R. In our experiments, F is measured using the film
under test (SiO2 coating or substrate-free Si film), Fp is measured
without any film facing the probe, Fref is measured using a bare
Si wafer with a polished front surface and highly scattering back
surface, and Rref is calculated according to the refractive index of
Si. Since the fluctuation of ambient temperature may have an
influence on the measurements, the measurements are preferred
to be carried out with the minimum time interval.
For the measurement of 500 nm SiO2 coating, F�k�, Fref �k�,

and Fp�k� for one of the measurements are shown in Fig. 1(a).
Least squares fitting is carried out directly with the reflectance
spectrum R�k�. The initial value for the LM algorithm is directly

set to be 500 nm. The experimental and theoretical curves of
R�k� are shown in Fig. 1(b), where the value of thickness for
the calculation of the theoretical curve is the result given by
the LM algorithm. The complete measurement results are
shown in Table 1. Among the five points, the maximum
single-point standard deviation is 0.70 nm. It can also be
calculated that the average thickness of the film is 509.35 nm,
and the standard deviation between the five points is 2.57 nm.
To test the correctness of the fitting process, the sums of

squared errors with din ranging from 0 to 1000 nm are plotted
in Fig. 1(c), while Fig. 1(d) is a detailed view showing more
clearly the points of local minima. It can be seen that the mini-
mum around 509.35 nm is truly the minimum among all the
minima in this range. Besides, the nearest local minimum is
about 100 nm away, so the value of 500 nm given by the manu-
facturer works well as the initial value for the LM algorithm.
For the measurement of 68 μm Si film, F�k�, Fref (k), and

Fp�k� for one of the measurements are shown in Fig. 2(a).
Since the thickness is relatively large, least squares fitting is car-
ried out with β�k� described by Eq. (24). To get the proper initial
values for the LM algorithm, the traditional envelope method is
applied to give the values of d0, as shown by Table 1. For 68 μm
Si film and 1310 nm light source, Δd in Eq. (21) is estimated to
be 0.18 μm. The values of dini in Eq. (22) are then taken as the
initial values for the LM algorithm. As discussed in Section 2,
seven results of thickness measurements are thus given for each
measurement, and the final result is chosen to be the one with
the minimum sum of squared errors.
The experimental and theoretical curves of β�k� are shown in

Fig. 2(b), where the value of thickness for the calculation of the
theoretical curve is the final result given by the LM algorithm.
The complete measurement results given by envelope method
and the proposed method are shown in Tables 2 and 3, respec-
tively. Among the five points, the maximum single-point stan-
dard deviation is 1.2 nm for the proposed method, while this
value is 26 nm for the envelopemethod. By comparing the values
of standard deviation in Tables 2 and 3, we can see that the

Fig. 1. Experimental results for a single measurement of 500 nm SiO2 coating.
(a) Reflectance spectrum F(k), Fref(k), and Fp(k). (b) Comparison of measured
reflectance R(k) and theoretical model. (c) Normalized sum of squared errors
for reflectance fitting between the experimental result and theoretical model
at different values of input thickness. (d) Detailed view of (c) showing themini-
mum sum of squared errors.

Table 1. Measurement Results for 500 nm SiO2 Coating (nm).

Number of
Measurement Point A Point B Point C Point D Point E

1st 508.18 511.34 506.86 508.84 513.53

2nd 508.67 511.09 505.66 508.62 512.71

3rd 507.31 511.60 506.88 508.98 512.03

4th 507.65 511.36 506.52 508.26 512.81

5th 508.00 511.53 506.03 507.23 512.07

Average 507.96 511.38 506.39 508.39 512.63

Standard deviation 0.52 0.20 0.53 0.70 0.62
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repeatability has improved for about 30 times using the pro-
posed method. From Table 3, it can also be calculated that
the average thickness of the film is 68.45 μm, and the standard
deviation between the five points is 0.13 μm.
The sums of squared errors with din ranging from 67.8 μm to

69.0 μm are plotted in Fig. 2(c), while Fig. 2(d) is a detailed view
showing more clearly the points of local minima near 68.45 μm.
It can be seen that the minimum around 68.45 μm is truly the
minimum among all the minima in this range, and the intervals
between the minima are around 177 nm, which is the value of
Δd that we derived. Obviously, 68 μmcannot be taken directly as
the initial value for the LM algorithm, which will lead to an out-
put of the local minimum around 68 μm, with an error of
about 2Δd.
The measurement uncertainty can be divided into repeatabil-

ity uncertainty u�lH�, nominal laser wavelength uncertainty
u�lf �, temperature change uncertainty u�lT�, and film installa-
tion uncertainty u�ls� (see Table 4). The expanded uncertainty
of film thickness measurement is 0.63 nm for the 500 nm
SiO2 coating using the proposed method, 23 nm for 68 μm Si
film using the envelope method, and 1.2 nm for 68 μm Si film
using the proposed method. It can be seen that the expanded
uncertainty is below 2 nm for either film using the proposed
method. The expanded uncertainty is much smaller than the
difference between neighboring minima shown in Figs. 1(d)
and 2(d), which proves the reliability of the proposed method.

4. Conclusions

Based on scanning WLI, a spectral-temporal demodulation
scheme is proposed. Half of the distance between peaks (if sepa-
rable) around S = L (or S = −L) is taken as the rough value of
optical thickness of the thin film, and the Fourier transform
of the central peak (around S = 0) in the interferometric signal
is analyzed to give the precise value of thickness. The proposed
method is not only suitable for coatings, but also suitable for
substrate-free films. We take a SiO2 coating (thickness ≈
500 nm) on a Si substrate and a substrate-free Si film

Fig. 2. Experimental results for a single measurement of 68 μm Si film.
(a) Reflectance spectrum F(k), Fref(k), and Fp(k). (b) Comparison of measured
reflectance R(k) and theoretical model. (c) Normalized sum of squared errors
for reflectance fitting between the experimental result and theoretical model
at different values of input thickness. (d) Detailed view of (c) showing themini-
mum sum of squared errors.

Table 2. Measurement Results for 68 μm Si Film Using Envelope Method (nm).

Number of
Measurement Point A Point B Point C Point D Point E

1st 68,613.59 68,348.37 68,394.21 68,299.25 68,554.65

2nd 68,646.33 68,345.09 68,364.74 68,243.59 68,528.46

3rd 68,613.59 68,322.17 68,387.66 68,282.88 68,557.92

4th 68,643.06 68,341.82 68,404.03 68,276.33 68,535.00

5th 68,597.22 68,358.19 68,390.93 68,295.98 68,593.94

Average 68,622.76 68,343.13 68,388.31 68,279.61 68,554.00

Standard deviation 21 13 15 22 26

Table 3. Measurement Results for 68 μm Si Film Using the Proposed Method
(nm).

Number of
Measurement Point A Point B Point C Point D Point E

1st 68,628.97 68,358.91 68,387.23 68,330.20 68,563.33

2nd 68,628.64 68,358.97 68,387.58 68,331.68 68,563.89

3rd 68,629.01 68,359.5 68,388.33 68,332.76 68,564.37

4th 68,628.80 68,359.38 68,388.35 68,332.86 68,564.22

5th 68,629.03 68,359.58 68,388.68 68,333.17 68,564.56

Average 68,628.89 68,359.27 68,388.04 68,332.13 68,564.07

Standard deviation 0.17 0.31 0.60 1.2 0.48

Table 4. Summary of Measurement Uncertainty Components.

Uncertainty Component Source Uncertainty Contribution

u(lH) Measurement results 0.31 nm (see Table 1)

11.63 nm (see Table 2)

0.54 nm (see Table 3)

u(lf) Nominal wavelength 4.35 × 10−2 nm

u(lT) Temperature change 6.93 × 10−7H (for SiO2)

2.89 × 10−6H (for Si)

u(ls) Film installation 2 × 10−9H
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(thickness ≈ 68 μm) as samples to test the proposed method. By
comparing the errors of least square fitting, it is proved exper-
imentally that the outputs converge to the point of minimum
error. For the SiO2 coating and the substrate-free Si film, the
results of thickness given by the five-point method are
509.35 nm and 68.45 μm, respectively, while the maximum val-
ues of single-point repeatability are 0.70 nm and 1.22 nm,
respectively. Compared with the traditional envelope method,
the single-point repeatability for the Si film is about 30 times bet-
ter. We believe the proposed method can be applied for a larger
range of thickness, since theoretically the upper limit of thick-
ness is only limited by the optical delay line, while constantly
high precision is maintained in the full range. Besides, by apply-
ing a collimated beam and two-dimensional detector, our
method can be easily extended to carry out simultaneous mea-
surement of surface profile and film thickness.
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