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In this Letter, the periodical errors, which are caused by the nonlinear effect of the commercial projector and camera, are
analyzed as a more generic single-coefficient model. The probability density function of the wrapped phase distributions is
used as a tool to find the compensation coefficient. When the compensation coefficient is detected, on the premise of
ensuring accuracy, a correlation algorithm process is used to replace the traditional iterative process. Therefore, the pro-
posed algorithm improves the efficiency of coefficient detection dramatically. Both computer simulation and experiment
show the effectiveness of this method.
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1. Introduction

Three-dimensional (3D) measurement technology[1–3] is more
and more closely related to our life. Among them, phase meas-
uring profilometry (PMP) based on the phase-shifting method is
widely used in biomedical research[4], industrial design, quality
detection, and other industries[5] due to its advantages of high
accuracy and high reliability. Usually, a series of sinusoidal
fringe patterns are projected on the surface of the object, and
then the camera captures the fringes modulated by the object
height function. The phase distribution is obtained by analyzing
the fringe patterns, and then the 3D information of the object
can be restored by phase unwrapping[6,7] and system calibration
techniques. Since the 3D information of the object is calculated
from the phase, the precision of phase calculation is very impor-
tant to the measurement. However, the nonlinear response of
the commercial projector–camera system often introduces the
periodic phase error. It greatly influences the measurement
accuracy.
Many researchers have developed many methods, which can

be roughly divided into two categories. The first category is
called preprocessing, that is, to change the fringes before projec-
tion in order to obtain the ideal phase distribution. One solution
is called gamma correction[8–13]. It is used to find the most
proper gamma and encode it in the projected fringe patterns
to produce the ideal sinusoidal fringes. Another method is called
defocusing technology[14–17], in which the ideal sinusoidal fringe

is obtained by defocusing the binary fringe to reduce the effect of
the nonlinear response. However, it is challenging to precisely
control the defocusing degree.
The second category is called post-processing. It is to obtain

the ideal phase distributions by compensating the nonlinear
errors from the distortion fringe[18–21]. Yatabe et al.[18] proposed
a general framework for approximating and compensating the
nonlinear distortion of a fringe to estimate an inverse map of
the nonlinearity from the observed images. Zhang et al.[19] com-
pensated for the phase errors by generating a look-up-table
(LUT) between the phase error values and the corresponding
phase values. Pan et al.[20] used an iterative algorithm to reduce
the phase errors owing to non-sinusoidal waveforms. Cai
et al.[21] employed the Hilbert transformation (HT), which pro-
duces a phase error model with the identical amplitude and
opposite direction compared with the phase error model with-
out HT.
To the best of our knowledge, when the nonlinear errors are

periodical, the probability density function (PDF) of the
wrapped phase can be used as a criterion to identify the nonlin-
ear effect quantitatively. In Ref. [8], the PDF tool is used to find
the systematical gamma to fulfill a pre-correction process. In our
previous work[22], we used this tool to launch a post-correction
process, while it is difficult to adjust the systematical gamma.
Two coefficients need to be detected, and an iteration process
is needed for each set of candidates, which will increase the com-
putational complexity dramatically. In this Letter, a new
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nonlinear error model, the single-coefficient model, is pre-
sented. It means that only one coefficient K2 is adequate to fulfill
the compensation. It can greatly simplify the searching process.
Furthermore, the correlation process, which is to find the opti-
mal coefficient from the pre-generated simulated PDF curves
without any iteration process, can make the searching process
even faster. The experiment shows that the proposed method
is flexible, has high accuracy, and can lead to a fast, even a
real-time, phase error compensation.

2. Principle

2.1. Phase error introduced by the nonlinearity

A digital fringe projection system is shown in Fig. 1. The digital
projector is used to project the computer-generated fringe to the
object surface. The CCD camera is used to capture the fringe
patterns modulated by the height of the object.
The computer generates ideal sinusoidal fringes. Its intensity

can be expressed as

In�x,y� = a�x,y� � b�x,y� cos�φ�x,y� � δn�, (1)

where �x,y� denotes an arbitrary point in the pattern, a�x,y� is
the ambient light, b�x,y� is the fringe modulation, φ�x,y� =
2πf x is the ideal unwrapped phase, and δn = 2πn=N is the phase
shift of each of the N fringe patterns, with n from 0 to N − 1.
Because of the intrinsic gamma effect of the commercial pro-

jector–camera system, as well as the reflectivity of the object sur-
face and ambient light, in fact, the captured fringe is

Icn�x,y� = R�x,y��In�x,y��γ � I0, (2)

where R�x,y� is the reflectivity of the objective, I0 is the ambient
light, and γ represents the system gamma, which introduces the

high-order harmonics into the fringes. The distorted fringe can
be rewritten as the following form. For convenience, the �x,y�
will be omitted:

Icn = A�
X∞
i=1

Bi cos�i�φ� δn��, (3)

where A = Ra� I0 and Bi = Rbi are the DC component and i-
order harmonic component, respectively. It is easy to know that
the ideal wrapped phase can be calculated from the following
form. Without special instructions, the phase below refers to
the wrapped phase:

φ = − arctan

�PN−1
n=0 In sin δnP
N−1
n=0 In cos δn

�
: (4)

We only consider harmonics up to the fifth order whenN = 3.
Because as the harmonic order gets higher, the amplitude gets
smaller and can even be ignored. But, the following derivation
can be extended to higher-order harmonics and other phase-
shifting methods easily. Using Eqs. (3) and (4), the measured
phase can be rewritten as

φ 0 = − arctan

�P2
n=0fA�P

5
i=1 Bi cos�i�φ� δn��g sin δnP

2
n=0fA�P

5
i=1 Bi cos�i�φ� δn��g cos δn

�
:

(5)

The measured phase φ 0 distorted by the nonlinearity can be
considered as the sum of the ideal phase φ and the phase error
Δφ[20]. Thus, the phase error is

Δφ = φ 0 − φ: (6)

From Eqs. (4), (5), and (6), the phase error can be derived as
the following form:

Δφ = − arctan

� �B2 − B4� sin�3φ� � B5 sin�6φ�
B1 � �B2 � B4� cos�3φ� � B5 cos�6φ�

�
: (7)

In order to eliminate the effect of the reflectivity R, as
well as B1 is certain to be greater than zero, B1 is used to
normalize Eq. (7). An accurate phase error model can be
expressed as

Δφ = − arctan

� �K2 − K4� sin�3φ� � K5 sin�6φ�
1� �K2 � K4� cos�3φ� � K5 cos�6φ�

�
, (8)

where Ki = bi=b1 is the phase error coefficient, and i = 2, 4, 5.
Since the coefficients K4 and K5 are so small that they can even
be ignored, the phase error model can be improved as

Δφ ≅ − arctan

�
K2 sin�3φ�

1� K2 cos�3φ�
�
: (9)

Fig. 1. Fringe projection system.
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After Taylor series expansion, Eq. (10) can be expressed as

Δφ ≅
−12K2 sin�3φ� − 12K2

2 sin�6φ� − 4K3
2 sin�9φ�

12 − 18K2
2 � �36K2 − 3K3

2� cos�3φ� � 18K2
2 cos�6φ� � 3K3

2 cos�9φ� : (10)

Obviously, the proposed nonlinear error model is much more
accurate than the approximated model in Eq. (12), which is used
in our previous work[22]:

Δφ = −c1 sin�3φ� − c2 sin�6φ�: (11)

2.2. PDF-based algorithm

Let Pf·g indicate the probability. The PDF can be calculated as
the following:

F�m� = Pf2πm=M − π ≤ φm < 2π�m� 1�=M − πg, (12)

whereM means the number of sampling points, and it could be
any appropriate integer. m = 0,1,2, : : : ,M − 1. The selection
criteria forM will be described below. The effect of the nonlinear
error, when N = 3, is shown in Fig. 2.
In the ideal case, the probabilities of the wrapped phase values

are equal, i.e., the PDF value is even[22]. When there is any non-
linear response in the measurement system, the PDF curves will
be changed accordingly. Figure 2(a) shows the nonlinear effect
on the number of pixels in the two regions with selected phase
values. The red regions Dm1 and Dm2 represent the measured
phase, i.e., the case with nonlinearity, and the blue regions
Di1 and Di2 represent the ideal case. Apparently, near φ = π=3
and −π=3, the nonlinear errors reduce the number of pixels,
and, near φ = 2π=3 and −2π=3, the nonlinear errors increase
the number of the pixels. This phenomenon is consistent with
the PDF curves, which are shown in Fig. 2(b). In the case with
nonlinearity, the PDF curve has the peak values at the position
with φ = −2π=3 and 2π=3 and has the minimum values at the
position with φ = π=3 and −π=3. Therefore, the selection of the
M should be able to highlight this characteristic to the greatest
extent.
The PDF curves and partial phase sampling regions with four

kinds of differentM values are shown in the Fig. 3. Apparently,

from Fig. 3(a), the position where the phase error is equal to 0,
−2π=3, and 2π=3 is mostly affected by the value ofM. For exam-
ple, in the cases of M = 64 and M = 32, when the phase value
zero is the boundary of the sampling regions, the peak value will
become two identical values, and, when the phase values −2π=3
and 2π=3 are not in the middle of the sampling region, the posi-
tion of the peak values will also be deviated. It is easily seen that
whenM is a multiple of three, the PDF curve has a higher qual-
ity. To ensure accuracy, 63 is considered the most appropriate
number of sampling points here, and F�m� should be 0.0159.

2.3. Searching process by correlation

The process of finding the best coefficient K2 and realizing the
phase error compensation is shown in Fig. 3. First, the ideal
wrapped phase distributions are generated by a computer.
Second, a series of distorted phase values, which are influenced
by a set of K2 values, respectively, will be generated again from
Eq. (10). Then, a series of PDF curves with different K2 could be
produced. When the real PDF curve is calculated from the mea-
sured wrapped phase, the most similar one will be located by a
correlation process, which can be expressed as

Fig. 2. Nonlinear effect for (a) the wrapped phase and (b) the PDF curves.
Fig. 3. In the cases of different values of M: (a) PDF curves and (b) partial
phase sampling regions.
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Rp =

P
F · FpP

F2 ·
P

F2
p
, (13)

where F means the real PDF curves, and Fp means the pth simu-
lated PDF curve. In fact, Eq. (13) is the function to evaluate the
similarity between the real PDF curve and simulated curves, and
the PDF curve, which produces the maximum correlation value,
is the right PDF curve. Then, the coefficient K2, which is 0.24 in
Fig. 4, can be obtained.

3. Experiments and Analysis

A digital fringe projection system is used to verify the perfor-
mance of the proposed algorithm. The system includes a digital
light processing (DLP) projector with a resolution of 1280 × 800
and an Imaging Development Systems (IDSs) UI-1240SE-M-GL
camera with a resolution of 1280 × 1024. The period of the
fringes used in the experiment is 40 pixels.
The measurement results of the reference plane are shown in

Fig. 5. Figure 5(a) is the captured fringe image. The real PDF
curve is shown in Fig. 5(b), and the comparison result between
it and the simulated PDF curves is shown in Fig. 5(c). Here,K2 is
sampled from 0 to 0.5 at intervals of 0.005, and Fig. 5(d) is the
correlation result. Obviously, the simulated PDF curve with
K2 = 0.24 is most similar to the real PDF curve. Therefore, K2 =
0.24 is the phase error coefficient of the measurement system.
For comparison, our previous work[22] was also employed.

Figure 6(a) shows the residual phase error. Obviously, the phase
error is greatly reduced after compensation. Figure 6(b) shows
the PDF curves compensated by these two methods. Note that
there is some residual ninth-harmonic periodic waviness in the
PDF curve compensated by our previous work, which is consis-
tent with Eq. (11). The proposed algorithm can provide fewer of
the remaining periodic errors.
The quantitative comparison of the measurement results by

the two methods is shown in Table 1.
Apparently, the proposed algorithm is slightly more accurate

than our previous work. While the simulated PDF curves of the
proposed method can be produced in advance, it can also dra-
matically shorten the computation time with the correlation

process, from 329.36 s to 0.12 s. Moreover, the proposed corre-
lation process can also be implemented to more coefficient
applications when the nonlinearity is much more severe.
Next, a pulp mask is measured, and the results are shown in

Fig. 7. The recovered phase before compensation is shown in
Fig. 7(a), which shows a lot of significant periodic errors.
Figures 7(b) and 7(c) show the compensated results from our
previous work and the proposed method, respectively. Also,
the quantitative comparison results of the object measurement

Fig. 4. Process of finding K2 and compensation.

Fig. 5. Measurement results: (a) captured fringe image, (b) the real PDF,
(c) the comparison result of real and simulated PDF curves, and (d) the cor-
relation curve.

Fig. 6. Comparisons of these two methods: (a) the residual phase error and
(b) the PDF curves.

Table 1. Quantitative Comparison Results of the Measurement by Two
Methods.

Original Our Previous Work Proposed Algorithm

Coefficients
(C1 and C2/K2)

– (0.2340, −0.0240) 0.2400

STD of the phase
errors (rad)

0.1699 0.0129 0.0125

Processing time (s) – 329.36 0.12
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by the twomethods is shown in Table 2. Obviously, the quality of
themeasured phase is greatly improved. Note that the coefficient
K2 is adequate to compensate the nonlinear phase errors.

4. Conclusions

In conclusion, we established a new single-coefficient error
model and proposed a fast and high-accuracy nonlinear error
compensation method. Only one coefficient K2 is required to
be calculated in this method by a simple correlation process
between the real PDF curve and the simulated PDF curves.
Since the simulated PDF curves can be calculated in advance,
on the premise of ensuring accuracy, the calculation process
is greatly simplified and shortened. In a word, it can lead to a
high-speed and even real-time and high-accuracy 3D
measurement.
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