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Currently, it is generally known that lens-free holographic microscopy, which has no imaging lens, can realize a
large field-of-view imaging with a low-cost setup. However, in order to obtain colorful images, traditional lens-
free holographic microscopy should utilize at least three quasi-chromatic light sources of discrete wavelengths,
such as red LED, green LED, and blue LED. Here, we present a virtual colorization by deep learning methods to
transfer a gray lens-free microscopy image into a colorful image. Through pairs of images, i.e., grayscale lens-free
microscopy images under green LED at 550 nm illumination and colorful bright-field microscopy images, a gen-
erative adversarial network (GAN) is trained, and its effectiveness of virtual colorization is proved by applying it
to hematoxylin and eosin stained pathological tissue samples imaging. Our computational virtual colorization
method might strengthen the monochromatic illumination lens-free microscopy in medical pathology applica-

tions and label staining biomedical research.
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Compared to the conventional microscope, lens-free on-
chip microscopy whose principle is based on digital in-line
holography has advantages of a further larger field-of-view
(FOV), lower cost, and more compactnesst2. As shown in
Figs. 1(a) and 1(b), a lens-free on-chip microscope has the
simplest structure, which consists of a light source, sample,
and a digital image sensor. Once the wave emitted from the
light source reaches the sample, the wave will be modulated
by the object information and diffracted to the digital im-
age sensor. Usually, in order to make the lens-free on-chip
microscopy with lower cost and smaller, light-emitting di-
odes (LEDs) or laser-diodes (LDs) are adopted as the light
source, and the charge coupled device (CCD) or comple-
mentary metal oxide semiconductor (CMOS) is utilized
for harvesting images. Then, by using phase retrieval algo-
rithms, such as transport-of-intensity equation (TIE) meth-
ods, Gerchberg-Saxton (G-S) phase retrieval iterations,
and the like, the complex light field of the object plane can
be reconstructed from the hologram images produced by
the object diffraction. However, the inherent limits of the
light source for lens-free on-chip microscopy are that the
spectrum of the light source must be with narrow band,
which is decided by the holographic imaging principle.
Thus, to obtain a colorful image, it should reconstruct the
image from several recorded holograms of different wave-
lengths. For example, some previous lens-free red (R), green
(G), and blue (B) colorization methods utilize the images
illuminated from three sources of different wavelengths
(RGB), which have relatively narrow spectrum peaks'?.
In medical microscopy applications, chemical dye
stained pathological human tissues are widely used. As
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shown in Fig. 1(c), hematoxylin and eosin (H&E) stain
is one of widely used tissue stains in histology and medical
diagnosis, which is viewed as a gold standard. For exam-
ple, in a biopsy of a suspected tumor, the tissue is sec-
tioned into micrometer-level thin slides, which are
stained by a combination of H&E. Normally, the acidic
structures of tissues and cell structures (basophilic) could
be stained purplish-blue by hematoxylin dyes, which are
basic dyes and positively charged. Hematoxylin is usually
conjugated with a mordant (aluminum salt), which also
defines the color of the stain. In order to form tissue-mor-
dant-hematoxylin complex link, which can stain the nuclei
and chromatin bodies purple, the mordant will bind to the
tissue firstly, and then the hematoxylin will bind to the
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Fig. 1. Lens-free on-chip microscope setup. (a) Schematic of
lens-free on-chip microscopy. (b) Experimental lens-free on-chip
microscope setup. (c) An example image of H&E stained patho-
logical tumor tissue.
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mordant. Eosin dye is an acidic dye, which is with negative
charge (eosinophilic). Eosin stains the cellular matrix and
cytoplasm (acidophil), giving them a red or pink color. In
short, cell nuclei will appear purplish-blue, while the cel-
lular matrix and cytoplasm will appear pink by H&E
stain. Based on the two main colors, all structures of the
tissue take on different shades and hues, which results in
the general distribution of cells in the tissue sample,
and its detailed structure can be easily observed. Conse-
quently, it is easy to distinguish between the nuclei,
cytoplasm, and boundaries of a tissue/cell sample in medi-
cal diagnosis by H&E stain.

The digital colorization of grayscale images is a hot
topic in machine learning®!Y. It always matches the
luminance and texture information of a grayscale image,
which should be colorized, and an existing color image to
realize the colorization. Actually, in an H&E staining
pathologic slide, cell nuclei appear purplish-blue, while
the cellular matrix and cytoplasm appear pink, which
means the different structures can be presented by differ-
ent shades and hues based on two colors (or chromatic
spectrum). The H&E color is further simpler and more
monotonous than the natural color, which means that
it is easier to virtually stain a colorful image from a gray
image. Besides, hematoxylin staining is purplish-blue,
which has a high transmission rate in the short visible
wavelength range (i.e., purplish-blue spectrum region),
and eosin staining has a high transmission rate in the long
visible wavelength range (i.e., pink-red spectrum region).
Thus, if the illumination is an LED at 550 nm, we can
get a high contrast gray image whose shades mean the
stained part of the tissue and bright areas stand for the
unstained part.

In this paper, we propose a deep learning style transfer
method to realize a colorful lens-free on-chip microscopy,
with only one wavelength illumination. In theory, the data
of our method is only 1/3 of conventional lens-free on-chip
microscopy with RGB illumination, which means our mi-
croscope has higher efficiency and lower cost.

Lens-free on-chip microscope setup. Figure 1 presents
our lens-free on-chip microscope setup. It mainly includes:
1, green LED (G LED 3 W, Juxiang, China); 2, optical
fibers (CORE200UM, Shouliang, China); 3, XYZ axial
adjuster (XYZ25MM, Juxiang, China); 4, mechanical
elements for supporting; 5, CMOS image sensor
(DMM27UJ003-ML, The Imaging Source, Germany).
The G LED’s claimed wavelength is 550 nm, and the spec-
tral bandwidth is about 40 nm. In order to improve the
spatial coherence, the LED light is coupled into an optical
fiber whose core diameter is 200 pm. As shown in Fig. 1(b),
the spatial-coherence-improved light departs from the end
of the optical fiber at the top of the setup and then illumi-
nates the bio-sample below. Then, the light diffracted by
the bio-sample is harvested by the CMOS as a hologram.
The distance between the end of the optical fiber and the
bio-sample slide is about 100 mm. The distance between
the CMOS and the bio-sample is less than 2 mm. The bio-
sample is put in a mechanical holder, which is fixed on an

XYZ axial adjuster with micrometer-level precision. In the
process of the experiment, we should record three holo-
grams. At the initial diffraction distance, we can get
the first hologram. As shown in Fig. 1(a), the bio-sample
is then moved about 50 pm along the Z axis, and the sec-
ond hologram can be obtained. Finally, in order to harvest
the third hologram, the bio-sample keeps on moving about
50 pm along the same Z-axis direction. The accurate dif-
fraction distance can be computationally determined by
the digital autofocusing method.

Autofocusing. Generally, if the defocusing range is
small, the defocusing can be recognized as a Fresnel
propagation because the LED illumination is partially
coherent™. Distance autofocus algorithms can be used to
calculate z. The essential part of the computational auto-
focusing algorithm is iterative forward/back propagation
based on a single digitally recorded hologram22, Then,
the best focus position could be calculated by a reasonable
criterion and search strategy. The autofocusing criterion
and the searching strategies should be beneficial for get-
ting a unimodal autofocusing curve over a wide equivalent
diffractive distance (EDD) range. Since the theory of this
paper is established on Fresnel diffraction, the autofocus-
ing criterion adopted here is the classical sparsity-based

metrics 2 the Tamura coefficients of gradients (TG)
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where [ means the grayscale image, M means the number
of rows, and N means the number of columns. x and y are,
respectively, the dimension directions along the row and
the column.

Phase retrieval algorithms. We adopt TIE and G-S
phase retrieval algorithms to reconstruct in-focus image
from the three holograms mentioned abovel™. As shown
in the flowchart of Fig. 2, in the fourth and fifth steps, we
firstly calculate the complex wave-front of the bio-sample
by TIE and then input it to the iteration of the multi-
height G-S algorithm as the initial guess. Initially, we
use two diffraction holograms of different image planes
to directly calculate the complex wave-front. Addition-
ally, in order to obtain accurate complex-field distribution
of the sample, we introduce the multi-height G-S itera-
tions. The detailed process of our method is expressed
as follows. Step I, use TIE to calculate the complex field
of the sample Uy(z, y; z) as the initial guess; Step 11, by
using the Fresnel diffraction and angular spectrum propa-
gation theorems, the complex field U,(z, y; z;) at the
plane of z; distance can be acquired when Uy(z, y; z)
is propagated to the plane of z; position computationally;
Step III, we use the square root of I, (z, y; 21), which is the
intensity of the hologram harvested at the z; position by
CMOS, to substitute the amplitude of the complex field
Ui(z, y; z), while the phase term is retained. The
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Fig. 2. Computational algorithm flowchart to get a virtually
colorized lens-free on-chip microscopy image.

renewed complex field is named U’ (z, y; 2;). Afterwards,
we should adopt the same process as Steps II and III to
deal with the three holograms repeatedly, which is har-
vested by CMOS at defocusing distances. Once
Ul(z, y; z4) can be obtained, the complex field should
be back-propagated to the plane of the 2z, position.
Now it means that one iteration is just finished, and
the same 5-10 iterations should be operated until the con-
verged solution can be acquired. Eventually, we can get an
accurate complex wave-front Uy(z, y; ), whose ampli-
tude part is our needed in-focus image.

Virtual colorization by deep learning. In this paper, the
YCbCr color space is used for colorization. As shown in
Fig. 3, there are two main parts to form a GAN, one is
a generator network (GN), and the other is a discriminator
network (DN). The GN’s architecture adopted by us is
symmetric and added with skip connections, which is usu-
ally called U-Net.2 121528 Iy GN, the numbers of encoding
units are the same with those of decoding units. We utilize
4x4 convolution layers with stride 2 to form the con-
tracting path for down-sampling, and 4x4 transposed
convolutional layer with stride 2 to form each unit in
the expansive path for up-sampling. Meanwhile, the ex-
pansive path concatenates with the activation map of
the mirroring layer in the contracting path, followed by
batch normalization and rectified linear unit (ReLU) ac-
tivation function. The network’s last layer using the tanh
function is a 1x1 convolution, like the cross-channel para-
metric pooling layer. The output is data with three layers
with YCbCr color space. The DN gets colored images from
both GN outputs and the bench-top commercial micro-
scope. The image-style-transfer deep convolutions™2 ac-
tually define two difference functions; one describes the
difference between the two images’ content, and the other
is about the difference between the two images’ style.
Then, the output of GN is actually both the desired con-
tent image and the desired style image, which is initially
input by the content image. Then, we try to use the GN to
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Fig. 3. Deep learning GAN established to achieve virtual
colorization.

transform the input image by minimizing both of the dif-
ference functions, i.e., the content difference function and
the style difference. In GN, deep convolutions and deep
back-propagations are to create images matching content
of the content image and the style of the style image.
Thus, we design a GAN, in Fig. 3, to achieve the virtual
colorization for lens-free microscopy.

Figure 4 is the experimental results of virtual colorful
lens-free on-chip microscopy by our deep learning style
transfer method. Three diffraction holograms at different
defocusing distances are harvested by the CMOS. The
complex wave-fronts are reconstructed by combining
the TIE and G-S iterations phase retrieval method. Then,
by training GAN with 200 pairs of the reconstructed
amplitude images and conventional microscopy images
(256 x 256 pixels), the deep learning style transfer kernel
network parameters are obtained. When a new grayscale
lens-free on-chip microscopy image is input into the
trained GAN, a virtual colorful H&E stained microscopy
image can be received. In hardware, the G LED
(JXLED3WG, Juxiang, China) is with a spectrum band-
width of ~30nm at the dominant wavelength of 550 nm.
The CMOS image sensor is MV-CB120-10UM-B/C/S,
Hikvision, China, and the XYZ axial translation stage
(XR25C/M, Zhishun, China) is used to align the sample
and the CMOS image sensor. The GAN was implemented
using TensorFlow framework version 1.4.0 and Python
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3 diffraction holograms

Fig. 4. Data processing to achieve virtual colorful lens-free
on-chip microscopy. The yellow scale bar is 200 pm.

version 3.7. We implemented the software on a desktop
computer with a Core i7-7700K CPU at 4.2 GHz (Intel)
and 64 GB of RAM, running a Windows 10 operating sys-
tem (Microsoft). The network training and testing were
performed using dual GeForce GTX 1080Ti GPUs
(NVIDA). The training time is ~2 h, of which the virtual
colorizing (image-style transferring) time of a lens-free im-
age in practice or the test mode is ~7.3 ms. Three regions
of interest (ROIs) are marked in Fig. 4, which are also
zoomed in Fig. 5. Comparisons of lens-free on-chip micros-
copy images, bench-top commercial microscope images,
and virtual colorization H&E stained images are presented
in Fig. 5, which are image pairs of ROI #1, ROI #2, and
ROI #3.

From the lens-free on-chip microscopy images of Fig. 5,
under the G LED illumination, it can be observed that the
cell nuclei are almost black, which should be stained

/

Lensfree
on-chip @
550 nm

Bench-top

Virtual
colorization

Fig. 5. Comparisons of lens-free on-chip microscopy image,
bench-top commercial microscopy image, and virtual coloriza-
tion image, which are image pairs of ROIs #1, #2, and #3 in
Fig. 4.

by the hematoxylin dye with blue or purple, and other cel-
lular matrix and cytoplasm parts are tintedgray, which
should be stained by the eosin dye with pink color. These
corresponding stained colors are also presented in the
bench-top commercial microscope images in Fig. 5. In con-
trast, we also show the virtually colorized lens-free on-chip
microscopy images by our proposed deep learning style
transfer method. It can be seen clearly that the texture
details of the tissue in our virtually colorized images are
very well kept. Moreover, by our method, the black cell
nuclei in the original grayscale lens-free on-chip images
are virtually colorized as the bluish-purple color and the
tinted gray parts are colorized as pink color simultane-
ously. The nuclei, cytoplasm, and boundaries of a tumor
tissue slide could be recognized and differentiated easily
and clearly in a colorful mode by our process. Figure 5
shows the largest advantage of our method is that, by
our deep learning virtual colorization, only one quasi-
chromatic illumination and a monochromatic CMOS
image sensor would achieve visually colorful microscopy.
The results are approximately the same with the true
colorful images.

In this paper, we report a deep learning style transfer
method to achieve virtual colorization images for H&E
stained pathological diagnosis using the grayscale lens-free
on-chip microscopy with only one chromatic illumination.
The convincing experimental results demonstrate that our
method works well and transfers the grayscale lens-free
on-chip microscopy image to a colorful human vision im-
age without any more data and hardware cost. It is believ-
able that our method can be useful for improving the
application of the lens-free on-chip microscope in telepa-
thology and resource-limited situations.
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