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We demonstrated a method for measurement of central corneal thickness (CCT) with a sub-micrometer sensi-
tivity using a spectral domain optical coherence tomography system without needing a super broad bandwidth
light source. By combining the frequency and phase components of Fourier transform, the method is capable of
measurement of a large dynamic range with a high sensitivity. Absolute phases are retrieved by comparing the
correlations between the detected and simulated interference fringes. The phase unwrapping ability of the
present method was quantitatively tested by measuring the displacement of a piezo linear stage. The human
CCTs of six volunteers were measured to verify its clinical application. It provides a potential tool for clinical
diagnosis and research applications in ophthalmology.
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Evaluation of central corneal thickness (CCT) plays an
important role in clinical diagnosis and research applica-
tions in ophthalmology. CCT has been recognized as a
credible indicator of the glaucoma damage and progres-
sion of ocular hypertension in primary open-angle glau-
coma (POAG) patients[1–3]. It is also reported to have a
positive correlation with intraocular pressure (IOP),
which is a key risk factor for the development of glau-
coma[4,5]. CCT is usually about 500–600 μm in normal sub-
jects, and it statistically decreases by about 2–10 μm per
decade[2]. Precise measurement of CCT has become more
and more important with the booming development of re-
fractive eye surgery. Ultrasonic and optical methods are
the commonly used methods for CCT measurement.
The ultrasonic method (ultrasonic pachymetry, USP) uses
high-frequency sound waves (20 to 50 MHz) to detect the
time lapse of reflected sound waves from the anterior and
posterior corneal surfaces. USP has been regarded as the
gold standard for many years due to its reliability and util-
ity. However, USP has several disadvantages, including
direct contact of the probe with the cornea with topical
anesthesia, risk of infection and damage of the corneal epi-
thelium, and examiner dependence.
In recent years, optical coherence tomography (OCT)

[also referred as low-coherence interferometry (LCI),
white light interferometry (WLI), or partial coherence
reflectometry (PCR)] has been developed for CCT mea-
surement. OCT is a noninvasive modality capable of
investigating micro-structures[6–11]. Compared with USP,
OCT has obvious advantages, such as high resolution,
non-contact, and easy operation[12,13]. In laser refractive

surgery, according to Munnerlyn’s formula, the ablation
depth is approximately 3 μm per diopter for an optical
zone of 3 mm diameter to correct myopia[6]. Each laser
pulse results in an ablation depth of about 0.2–0.3 μm
in the corneal stroma[7,8]. The current OCT cannot mea-
sure the intraoperative or postoperative CCT changes
with such sensitivity. The theoretical axial resolution of
OCT is equal to 0.44λ2∕nΔλ, where n is the refractive
index, λ and Δλ denote the center wavelength and the
spectral bandwidth of the light source, respectively. For
example, the light source centered at 1310 or 840 nm with
a spectral bandwidth of 60 nm results in a theoretical axial
resolution of 9.2 or 3.8 μm, respectively. Recently, several
OCT systems with an ultra-high axial resolution up to
∼1 μm have been reported[14–17]. Among all these tech-
niques, ultra-high resolution is achieved by using a super
broad bandwidth light source. However, such a light source
is expensive, which prevents its prevalence. In traditional
Fourier domain OCT (FD-OCT), depth information
is demodulated from the frequency component by fast
Fourier transform (FFT) of detected interference fringes,
and such a demodulationmethod results in the limited axial
sensitivity of FD-OCT. By analyzing the phase component
of FFT, FD-OCT is able to achieve a super-high axial sen-
sitivity up to the nanometer scale[18,19]. However, due to
phase wrapping, phase imaging suffers from a limited dy-
namic range, which is restricted in ð−π; π�, corresponding
to an optical length difference (OLD) of half a wavelength.
Phase wrapping issue occurs when the detected phase falls
outside the range of ð−π; π� since the phase is periodic in
nature. Many digital phase unwrapping algorithms have
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been reported to address this problem[20,21]. However, these
algorithms are valid only when the phase difference be-
tween neighboring pixels is less than π. This condition
might be violated if the phase is discontinuous or noisy.
So far, several techniques based on spectral domain
OCT (SD-OCT) have been reported, attempting to extend
the dynamic range of phase imaging. Hendargo et al. re-
ported a synthetic wavelength-based method to extend
the depth range without phase wrapping[22]. However, phase
wrapping still occurs when OLDs exceed half a synthetic
wavelength. Zhang et al. retrieved absolute phases
by a least-square algorithm[23]. In both themethods, in order
to eliminate the amplified phase noise, the retrieved
unwrapped phase map is adopted as a reference to correct
the wrapped phase obtained by FFT. But this correction
may cause 2π errors due to the amplified noises of the
reference phases[22,23]. Especially when the reference phase
is close to an odd integer multiple of π, a low noise may
lead to a phase error of 2π.
In this Letter, we demonstrate a method for CCT

measurement with sub-micrometer sensitivity using an
SD-OCT system without needing a super broad band-
width light source, which is achieved by combining the
frequency and phase components of FFT. First, an ap-
proximated OLD and a wrapped phase are calculated
by FFT of detected interference fringes. Then, phase un-
wrapping is performed to retrieve the absolute phase by
comparing the correlations between the detected and si-
mulated interference fringes. Compared with the reported
phase unwrapping methods using reference phases, the in-
fluence of amplified noises is eliminated. The method is
capable of measurement of a large dynamic range with
a high sensitivity.
The experimental setup, demonstrated in Fig. 1, mainly

consists of an optical fiber-based Michelson interferometer
and a homemade spectrometer. A superluminescent diode,
centered at 1310 nm with a full width at half-maximum
bandwidth of 68 nm, was used as the light source. The
galvo scanner module allowed the sample light to image

the area of interest. The sample light was focused onto the
cornea by a lens with a focal length of 50 mm. The inter-
ference fringe formed by the light back-reflected from the
reference and probing arms was captured by the home-
made spectrometer. The spectrometer mainly consisted
of a grating and a line scan CCD. The grating was
1145 lp/mm, and the line scan CCD (GL2048R, Sensors
Unlimited) had 2048 pixels. The position of the eye under
detection was adjusted with the assistance of an area
camera, which provided real-time images of the eye.
The incident power of the probing beam onto the cornea
was 1.03 mW, which is much less than the standard per-
mitted by the American National Standards for Safe Use
of Lasers[24]. The system worked in two modes. When per-
forming cross-section imaging, mirror M was used as the
reference mirror to obtain the cross-section image of the
cornea. The exposure time of the line scan CCD was set
to be 80 μs, and 800 A lines were obtained to reconstruct
the cross-section image. The total acquisition time was
∼0.5 s. In CCT measurement mode, we used a common-
path configuration to reduce the influence of ambient vibra-
tions. The light back-reflected from mirror M was blocked
out, and the interference fringe related to the light back-
reflected from the anterior and posterior surfaces of the cor-
nea was detected. The acquisition rate of the A line was
10 kHz, and 100 A lines were captured for calculating CCTs.

In SD-OCT, the acquired interference fringe from a sin-
gle sample reflector can be described as

I ðkÞ ¼ SðkÞfI r þ I s þ 2
���������
I rI s

p
cos½kðmΔd þ σÞ�g; (1)

where k is the wavenumber, SðkÞ is the power function of
the light source, I r and I s denote the light intensities re-
flected from the reference surface and the sample, respec-
tively. The absolute OLD between the reference and
sample beams is equal to ðmΔd þ σÞ, wherem is an integer
number, Δd denotes the resolution of FFT, Δd ¼ 2π∕Δk,
Δk is the spectral width in the wavenumber of the spec-
trometer, and σ denotes the sub-resolution deviation. By
applying FFT to the detected interference fringe, only the
termmΔd can be extracted due to the limited resolution of
FFT and phase wrapping, which is an approximation to
the total OLD ðmΔd þ σÞ. The sensitivity of such
demodulation is equal to Δd, which is about several mi-
crons. The remaining σ results in a phase shift of
θ ¼ kcσ, where kc denotes the center wavenumber of
the fringe. Let θ ¼ θ0 þ 2n0π, where θ0 is restricted in
ð−π; π� (i.e., the principle value or wrapped phase), and
n0 denotes an unknown integer number. Due to phase
2π ambiguity, only the principle value θ0 can be obtained
from the phase component of FFT. So phase unwrapping
is required to precisely retrieve the total OLD as

OLD ¼ mΔd þ θ0 þ 2n0π

kc
: (2)

Compared with the term mΔd obtained by direct FFT
of the interference fringe, the total OLD can achieve

Fig. 1. Schematic of SD-OCT system. SLD, superluminescent
diode; Cir, circulator; CP, coupler; GS, galvo scanner; BS, beam
splitter; AC, area scan CCD; LC, line scan CCD; L1–6, lens;
M, mirror; G, grating.
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sub-nanometer sensitivity[23]. Here, we determine the un-
known integer number n0 by calculating the correlations
between the detected and simulated spectral fringes. First,
by FFT of the detected interference fringe, one can obtain
the termmΔd in Eq. (2) and the wrapped phase θ0 from the
frequency and phase components, respectively. Then, the
simulated spectral fringe I 0ðmΔd; θ0; nÞ can be generated as

I 0ðmΔd; θ0; nÞ ¼ cos
�
k0
�
mΔd þ θ0 þ 2nπ

k0c

��
;

n ¼ 0;�1;�2;…;�N ; (3)

where the systematic parameters k0 (wavenumber axis),
k0c (center wavenumber), and Δd (resolution) can be pre-
calibrated; n is an integer number representing the 2π
order of phase wrapping; N is the searching range; and
N ¼ roundðΔd∕2k0cÞ, where roundðÞ denotes the round op-
eration. The OLD increment of the simulated fringes is
2π∕k0c, corresponding to a phase shift of 2π. The detected
fringe is compared with each simulated fringe in the SD.
When the correlation between the detected and simulated
fringe reaches the maximum, the unknown integer number
n0 is obtained to be the integer number that is adopted to
generate the simulated fringe. The process steps are shown
in Fig. 2, where Fig. 2(a) shows a representative detected
fringe related to the light back-reflected from the anterior
and posterior surfaces of the cornea. First, the DC compo-
nent and high-frequency noises of the detected fringe are
rejected by using a digital finite impulse response (FIR)
band-pass filter, whose passband center frequency is close
to mΔd, and the filtered fringe is normalized by the pre-
measured power function of the light source, as shown in
Fig. 2(b). Second, the term mΔd and the wrapped phase
θ0 in Eq. (2) related to the reshaped fringe [Fig. 2(b)]
are calculated by using FFT, and a series of simulated
fringes is generated according to Eq. (3). Then, the

cross-correlation between the detected fringe and each si-
mulated fringe is calculated to determine their correlations:

SðnÞ ¼ max jcorr½I 0ðmΔd; θ0; nÞ; I ðmΔd; θ0Þ�j;
n ¼ 0;�1;�2;…;�N ; (4)

where I ðmΔd; θ0Þ is the reshaped detected fringe;
maxðÞ and corrðÞ denote the maximum-value and cross-
correlation operations. When Sðn0

0Þ reaches the maxi-
mum, the unknown integer number n0 involved in the
detected fringe is obtained to be n0

0. The calculated
SðnÞ is plotted in Fig. 2(c), from which the unknown in-
teger number n0 is determined to be 12. Therefore, the
true phase can be retrieved as θ ¼ θ0 þ 24π, and conse-
quently, the absolute OLD ¼ mΔd þ ðθ0 þ 24πÞ∕k0c. To
clearly demonstrate the different correlations between
the detected and simulated fringes, Fig. 2(d) displays
the detected fringe and representative simulated fringes,
where the dotted line is the detected fringe, and the blue
line and the red line denote the simulated fringes with
n ¼ 11 and 12, respectively. It shows that the detected
fringe is more correlated to the simulated fringe with
n ¼ 12, which is in agreement with the results shown
in Fig. 2(c).

First, we quantitatively tested the phase unwrapping
ability of the proposed method by measuring the displace-
ment of a piezo linear stage. The linear stage was set in
step-vibration mode with an amplitude of 3 μm. The re-
sults measured by the proposed method are displayed
as the blue line in Fig. 3(a). The average step height is
2964.7 nm, and the relative error is 1.17%. For compari-
son, the red line depicts the wrapped result calculated by
FFT, and the unwrapped result using the digital unwrap-
ping function of MATLAB is shown as the black line. The
results indicate that the step displacement can be cor-
rectly measured with high accuracy by the proposed
method, and the traditional digital unwrapping method
is invalid because the phase discontinuity related to the
step edge is larger than π. In addition, we continuously
measured the thickness of a coverslip in common-path
configuration in about 10 s to evaluate the sensitivity
and stability of the system. Figure 3(b) shows the histo-
gram of the measured OLD fluctuations, and the standard

Fig. 2. Calculation of phase wrapping order. Acquired interfer-
ence fringe (a) before and (b) after band-pass filtering and nor-
malization. (c) Correlations between detected and simulated
fringes. (d) Comparison of detected fringes with simulated fringes.

Fig. 3. (a) Red line depicts the wrapped result calculated by
FFT; the result by applying digital unwrapping is shown as
the black line, and the blue line shows the result by the proposed
method. (b) Histogram of thickness variances of a coverslip.
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deviation (STD) is 1.166 nm. It shows that the sensitivity
of the system reaches the nanometer level.
To demonstrate the potential clinical application of the

proposed method, the CCTs of six healthy volunteers aged
about 25 years were measured. Figure 4(a) is a typical
cross-section image of the cornea provided by the SD-
OCT system. Figure 4(b) shows the A-scan profile of
the central cornea at the meridian, and the CCT is
562.1 μm calculated by the traditional demodulation
method of SD-OCT and 559.39 μm by the proposed
method, using a corneal refractive index of 1.373. The
sensitivity of the traditional demodulation method was
measured to be 7.283 ¼ 1.82 mm × 1000∕250 μm in tis-
sue. 100 A lines of the left eye of each volunteer were
sampled continuously to calculate the CCTs. Figure 5
is the boxplots of the experimental results. On each
box, the central red line indicates the median, and the bot-
tom and top edges of the box indicate the 25th and 75th
percentiles, respectively. The lines above and below the
box show the locations of the minimum and maximum.
The average CCTs of the six subjects distribute from
507.70 to 582.43 μm, locating in the CCT range of normal
human eyes. The data of subjects 2, 3, 5, and 6 reveal an
excellent stability and reproducibility, and their maximum
deviations from the corresponding averages are less than
0.1 μm. The data of subject 4 show a relatively large
deviation (1.86 μm), which results from eye tremor. The
boxplot of subject 1 has two outliers labeled with red
‘þ’, but still shows a small deviation (less than 0.2 μm).
The average STD of the six data sets is 0.18 μm. The sen-
sitivity of the system is changed from 1.166 nm for measure-
ment of a coverslip to 0.18 μm for CCT measurement.
The above experimental results verified that the pro-

posed method can be used for measuring the human

CCT with high resolution and high stability. This method
can be applied on a traditional SD-OCT system without
needing a super broad bandwidth light source. Compared
with the reported ultra-high OCT systems, the proposed
method achieves sub-micrometer sensitivity by combining
the frequency and the phase components of FFT. The fre-
quency component gives a relatively large dynamic range
but low resolution. The phase component can achieve a
high resolution up to nanometer or sub-nanometer, but
suffers from a limited detective range (half a wavelength)
due to phase wrapping. In contrast to the reported meth-
ods that require an unwrapped reference phase to retrieve
the absolute phase, we calculate the absolute phase by
comparing the correlations between the detected and
simulated fringes. So, the influence of the amplified noises
of the reference phase is eliminated.

We note that the present method is only suitable
for measurement of the layers that can be distinguished
by the traditional demodulation method of SD-OCT. It
means that the present method is incapable of measure-
ment of the thin layers with a thickness less than the res-
olution determined by traditional SD-OCT. The validity
of the method is also dependent on the signal-to-noise
ratio (SNR) of the detected fringe. Poor SNR may cause
wrong correlations between the detected and simulated
fringes, leading to an error to the integer number n0, as
shown in Eq. (2). A �1 error of n0 leads to an OLD
error of half a wavelength, i.e., �0.48 μm for CCT
measurement.

In conclusion, we have demonstrated a method for CCT
measurement with sub-micrometer sensitivity using an
SD-OCT system without needing a super broad band-
width light source. It is achieved by combining the fre-
quency and phase components of FFT. We retrieve the
absolute phase by comparing the correlations between
the detected and simulated interference fringes. The phase
unwrapping ability was quantitatively tested by measur-
ing the displacement of a piezo linear stage. The human
CCTs of six volunteers were measured to verify its clinical
application. It provides a potential tool for clinical diag-
nosis and research applications in ophthalmology.
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