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We demonstrate fast time-division color electroholography using a multiple-graphics-processing-unit
(GPU) cluster system with a spatial light modulator and a controller to switch the color of the reconstructing
light. The controller comprises a universal serial bus module to drive the liquid crystal optical shutters. By using
the controller, the computer-generated hologram (CGH) display node of the multiple-GPU cluster system
synchronizes the display of the CGH with the color switching of the reconstructing light. Fast time-division
color electroholography at 20 fps is realized for a three-dimensional object comprising 21,000 points per color
when 13 GPUs are used in a multiple-GPU cluster system.
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Holography[1] is the ideal three-dimensional (3D) display
technology because it can record and appropriately recon-
struct a 3D object. A computer-generated hologram
(CGH)[2] is digitally generated holographic interference
patterns between the scattered light from a 3D object
and reconstructing light. Electroholography using CGH
can reconstruct 3D movies using a spatial light modulator
(SLM). Therefore, electroholography has the potential
to ultimately realize a 3D television (TV)[3,4]. However,
the practical use of real-time electroholography is limited
by the complexity of the CGH calculations and the neces-
sity of high-performance computational power[5].
A graphics processing unit (GPU) offers high perfor-

mance at low cost. A GPU code for general numerical
calculations can be created with the provided software
development kit (SDK). Fast CGH calculations using
GPUs have been demonstrated[6–20].
Color electroholography is indispensable for realizing

a 3D TV. Color electroholography using three SLMs
for red, green, and blue (RGB) -colored lights has been
reported[21–23]. However, SLMs are expensive, and a system
containing three SLMs is very large. Color electrohologra-
phy using a single SLM has also been investigated. The
space-division method[24], depth-division method[25,26],
and time-division method[27–30] have been proposed. In
the space-division method and the depth-division method,
there is the advantage that flicker does not occurred.
However, it is not easy for the space-division method to

reconstruct clear color 3D images comprising many object
points, because a CGH comprises three parts for the RGB-
colored reconstructing lights. The reconstructed 3D image
by the depth-division method is slightly contaminated
by unwanted diffracted images. While flicker occurs for
time-division color electroholography using the proposed
system, the resolution power of the reconstructed 3D
image is high.

Figure 1 shows the outline of time-division electro-
holography. At each frame of a color-reconstructed 3D
movie, three CGHs for the RGB-colored lights are dis-
played on an SLM at regular time intervals. The 3D color
image is generated by time-division multiplexing of the
RGB-colored 3D images reconstructed from the CGHs.

Fig. 1. Outline of time-division color electroholography.
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However, the wavelength of the reconstructing light
is used in the CGH calculation. Therefore, the color of
the reconstructing light has to be switched in synchro-
nicity with the three CGHs displaying RGB-colored
lights at regular intervals. Furthermore, the cost of color
electroholography is three times that of monochromatic
electroholography. Hence, it is difficult to realize real-time
time-division color electroholography.
Previously[30], we tried to overcome these difficulties

using a single GPU and a universal serial bus (USB) mod-
ule to synchronize the reconstructing light. A one-chip
RGB light-emitting diode (LED) was used as the recon-
structing light. Using the synchronizing controller with
the USB module is an effective technique for displaying
real-time time-division color electroholography. However,
the computational power of the system was insufficient for
real-time time-division color electroholography. We also
reported the use of a multiple-GPU (multiGPU) cluster
system with a single SLM and an InfiniBand network
for real-time monochromatic electroholography[20]. The
system has high-performance computational power of
floating point arithmetic and high scalability. Therefore,
it is desirable to adapt the multiGPU cluster system to
real-time time-division color electroholography.
In this work, we propose fast time-division color electro-

holography using a multiGPU cluster system with a sin-
gle SLM.
In the CGH calculation, we used a simple algorithm to

calculate an in-line hologram from a 3D object expressed
by a point cloud. The light intensity of each point on the
hologram is given by the following equation[6]:

I ðxh; yh; 0Þ ¼
XNp

i¼1

Ai cos
�
π

λzi
½ðxh − xiÞ2 þ ðyh − yiÞ2�

�
;

(1)

where I (xh, yh, 0) is the light intensity of the point
(xh, yh, 0) on the hologram, (xi , yi , zi) is the coordinate
of the ith point on the 3D object, Ai is the amplitude
of the object point, Np is the number of object points
of the 3D model, and λ is the wavelength of the recon-
structing light. Eq. (1) is obtained by using the Fresnel
approximation.
In Eq. (1), the number of hologram points is equal to the

resolution (H × W ) of an SLM, where H and W are the
height and width of the display resolution, respectively.
The CGH calculation becomes prohibitively large because
the computational complexity of Eq. (1) is O ðNpHW Þ.
Furthermore, color electroholography requires three
CGHs for RGB-colored reconstructing lights because of
the related wavelength [Eq. (1)].
Figure 2 shows the proposed multiGPU cluster system

for fast time-division color electroholography. This system
is composed of a CGH display node (personal computer,
PC 0) and N CGH calculation nodes. The CGH display
node (PC 0) has a single GPU (GPU 0), and each
CGH calculation node has three GPUs. In the system,

the number of GPUs is 3N þ 1 in total. The CGH calcu-
lation nodes calculate all of the CGHs for the recon-
structed color 3D movie in parallel. The CGH display
node receives the calculated CGHs from the CGH calcu-
lation nodes and displays the CGHs on the SLM. The data
coordinates of the 3D object points of all frames in the
original 3D movie are stored on the CGH display node
(PC 0). The CGH display node also acts as the network
file system server.

Figure 3 shows the timing chart of fast time-division
color electroholography using the proposed multiGPU
cluster system. In Fig. 3, Frame N(R), Frame N(G),
and Frame N(B) show the CGH calculations for RGB-
colored reconstructing lights at Frame N of the original
3D movie, respectively. In the CGH calculation nodes,
each PC calculates the CGHs for RGB-colored recon-
structing lights at each frame of the original 3D movie.

The computation for time-division color electrohologra-
phy using the proposed multiGPU cluster system proceeds
as follows:

Step 1: PC 1 calculates Frame 1. In PC 1, GPU 1, GPU
2, and GPU 3 calculate the CGHs for RGB-colored recon-
structing lights at Frame 1 of the original 3D movie, re-
spectively. Similarly, the other CGH calculation nodes

Fig. 2. Proposed multiGPU cluster system for fast time-division
color electroholography.

Fig. 3. Timing chart of fast time-division color electrohologra-
phy using the proposed multiGPU cluster system.
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calculate the CGHs for RGB-colored reconstructing lights
at the frames from Frame 2 to Frame N.
Step 2: After the completion of the CGH calculations for

RGB-colored reconstructing lights at Frame 1, PC 1 sends
the respective calculated CGHs to the CGH display node
PC 0. Similarly, the other CGH calculation nodes send the
respective calculated CGHs for RGB-colored reconstruct-
ing lights at Frame 2 to Frame N to the CGH display node
PC 0 in turn.
Step 3: The CGH display node PC 0 receives the respec-

tive calculated CGHs for RGB-colored reconstructing
lights at Frame 1 from PC 1, and GPU 0 displays the re-
spective calculated CGHs for RGB-colored reconstructing
lights at Frame 1, in turn, on the SLM for a constant time
T . Similarly, the CGH display node PC 0 receives the re-
spective calculated CGHs for RGB-colored reconstructing
lights from Frame 2 to Frame N from PC 2 to PC N, and
GPU 0 displays the respective calculated CGHs for RGB-
colored reconstructing lights at each frame in turn on the
SLM for a constant time T .
After step 3, the CGHs for RGB-colored reconstructing

lights at Frame N þ 1 to 2N are calculated and displayed
in turn on the SLM of the CGH display node PC 0. The
process is repeated until the last frame of the 3D movie is
reached.
We investigated the CGH image data transfer time be-

tween the CGH display node and each CGH calculation
node. The CGH image data size is 32 bits × 1920 pixels×
1024 pixels ≈ 62.9 Mbit, when 32 bits is estimated as the
CGH image data size per pixel. A resolution of
1920 pixels × 1024 pixels is used to apply the optimized
CGH calculation algorithm to the proposed system[12].
The CGH image data transfer time is 63 ms if the Gigabit
Ethernet (1 Gbps) is used as the computer network. The
CGH image data transfer time exceeds the vertical synchro-
nizing interval of 16.7 ms when the SLM refresh rate is
60 Hz. Therefore, a faster high-speed network is needed
to display the calculated CGH on an SLM within
16.7 ms; thus, we used an InfiniBand QDR (40 Gbps).
The CGH image data transfer time between the CGH dis-
play node and each CGH calculation node is 1.6 ms when
InfiniBand QDR is used as the computer network of the
proposed system.
Figure 4 shows the optical setup in the proposed system,

in which we used a single transmissive liquid crystal dis-
play (LCD) panel extracted from a projector (Epson Corp.
EMP-TW1000) as an SLM. The LCD panel is used to
modulate the amplitude of light. The specifications of
the LCD panel are as follows: pixel interval ¼ 8.5 μm,
resolution ¼ 1920 × 1080, refresh rate ¼ 60 Hz, and
size ¼ 16 mm × 9 mm. The projector with LCD panels
is connected to GPU 0 on the CGH display node. We used
three laser lights with wavelengths of 625, 525, and 470 nm
as RGB-colored reconstructing lights for color electroho-
lography, respectively. Each laser light is converted into a
parallel light by an objective lens and a collimator lens.
The parallel light is made incident on the LCD panel.

Time-division color electroholography requires synchro-
nization between the color switching of the reconstructing
light and the suitable CGH display for the color of the
reconstructing light on an LCD panel. We developed
the color-switching controller comprising a USB module
(Future Technology Devices International Ltd.,
FT245RL) and three motor driver integrated circuits
(TOSHIBA, TB6643KQ). We used liquid-crystal-based
optical shutters [LC-Tec Display AB, X-FOS (G2)] to
switch the color of the reconstructing light. By sending
the color-switching signal from the CPU of the CGH
display node to the developed controller via USB, the
controller can open and close three optical shutters of
three laser lights with the wavelengths of 625, 525, and
470 nm. This indicates that the CGH display node can
change the color of the reconstructing light.

The refresh rate of the LCD panel used is 60 Hz. We
used a vertical synchronizing signal (V sync) that is sent
from GPU 0 on the CGH display node to the LCD panel
as the synchronizing signal for the system. In Fig. 3,
the regular time interval T , when each of the calculated
CGHs is displayed on the LCD panel, is set to the vertical
synchronizing cycle of V sync. By using V sync and the color-
switching controller, the CPU of the CGH display node
can synchronize the color switching of the reconstructing
light with the display of the suitable CGH on the LCD
panel when the CGH calculation time/3N is less than
the vertical synchronizing cycle of V sync.

We evaluated the proposed time-division color electro-
holography using a five-node multiGPU cluster system.
The system is comprised of a CGH display node and four
CGH calculation nodes. The CGH display node had a
GPU, and each CGH calculation node had three GPUs.
Therefore, the total number of GPUs was 13. In each node
of the system, the PC was equipped with an Intel Core i7
4770 (clock speed: 3.4 GHz, quad-core), and the operating
system was Linux (Cent OS 7.1). We used the NVIDIA
GeForce GTX TITAN X as the GPU and InfiniBand
QDR as the network. We used CUDA 7.0 SDK[31] for
GPU programming, Open GL as the graphics application
programming interface (API), and Open MPI v1.8.7 as

Fig. 4. Optical setup for fast color electroholography in the
proposed system.
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the message passing interface (MPI) library. As shown in
Fig. 3, the reconstructing light was switched off for 4 ms
when the color of the reconstructing light was switched.
Figure 5 shows the images of three original 3D objects

that are used for the original color 3D movie “flower and
butterfly” here for the RGB-colored reconstructing lights,
respectively. The original 3D objects for the RGB-colored
reconstructing lights comprised 19,168, 27,012, and 18,228
points, respectively. Figure 6 (left) shows a snapshot of the
original color 3D movie. The snapshot is overlapped with
the images of three original 3D objects for the RGB-
colored reconstructing lights. Figure 6 (right) shows the
snapshot of the reconstructed color 3D movie using the
proposed system. The distance between the original 3D
objects and CGHs was 1.35 m.
In conclusion, fast time-division color electroholography

is achieved with the proposed system in the color 3Dmovie
“flower and butterfly” when the CGH calculation nodes
have 12 GPUs in total.

This work was partially supported by the Japan Society
for the Promotion of Science through a Grant-in-Aid for
Scientific Research (C) under Grant No. 15K00153.
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Fig. 5. RGB-colored 3D objects for the original color 3D movie;
(left) the red-colored 3D object comprising 19,168 points;
(center) the green-colored 3D object comprising 27,012 points;
(right) the blue-colored 3D object comprising 18,228 points.

Fig. 6. (left) Snapshots of the original color 3D movie and
(right) the reconstructed 3D movie using the proposed method
(video 1).
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