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Modified LDPC decoding rule for pulse position modulation
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In this letter, a modified grouped bit-flipping decoding algorithm for low-density parity-check (LDPC)
coded pulse position modulation (PPM) signals is proposed. The improvement in performance is observed
by Monte Carlo simulations. The coding gain is more than 1 and 2 dB for the order numbers of PPM of
4 and 16 respectively.
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Free space optical communication, or optical wireless
communication, is a promising solution for very high data
rate point-to-point communication[1]. Pulse position
modulation (PPM) is widely used in optical wireless com-
munication system due to its high energy efficiency[2,3].
But the performance of the system could be affected
severely by the channel noise. As the PPM modulation
order M is increasing, the bit error rate (BER) of the sys-
tem becomes worse. Consequently, combining PPM with
error control coding was applied to optical wireless com-
munication system[4,5]. In state of the art, low density
parity check (LDPC) code is almost the best error con-
trol coding, which is originally invented by Gallager[6].
Richardson et al. constructed irregular LDPC codes that
easily beat the best known turbo codes when the block
length of the code was large[7]. Chung et al. developed
improved algorithms to construct good LDPC codes that
nearly approach the Shannon limit. For rate 1/2, the best
code had a threshold within 0.0045 dB of the Shannon
limit of the binary-input additive white Gaussian noise
(AWGN) channel[8].

The information was coded with LDPC code first, and
then modulated in PPM format before being transmit-
ted. In this procedure, we could have both high energy
efficiency and a good error control. LDPC codes are
used in BPSK modulation widely, and need the soft
value for decoding, which is based on detailed knowledge
of probability distribution of the channel[9]. Although
the algorithm based on the soft value could get the better
performance, the bit-flipping (BF) decoding algorithm
would be adopted in various situations, due to the sim-
plicity and low cost of the system. In this letter, we
present a kind of LDPC decoding rule for PPM mod-
ulated signals and calculate the BER performance in
AWGN channel with intensity detection. The proposed
algorithm could have better error correcting ability when
the PPM order number is increasing.

Simplified block scheme of the LDPC coded using PPM
modulation transmission in AWGN channel is given in
Fig. 1. The data from information source coded by
LDPC code and modulated in PPM format is converted
into optical pulse through the optical transmitter. For
the M order PPM, only one of M slots has optical signal.
The AWGN channel adds the noise in the transmission
system, such as yi = xi + ni, where yi is the received
signal, xi is the signal from the transmitter, and ni is the

AWGN with zero mean. The optical receiver converts
the optical signals to electrical power. We could pick up
the slot with the maximum power received as the output
of PPM demodulation.

According to the Mackay’s construction 1A, the LDPC
matrices H (192, 96, 0.5) are created[10]. A 96 by 192
matrix (96 rows, 192 columns) is created at random with
weight per column 3, and weight per row as uniform
as possible, and overlap between any two columns no
greater than 1. The Monte Carlo simulations applied
to analyze the performance of the algorithm for LDPC
coded PPM transmission. We consider the AWGN as
the channel noise in the simulation, and take the same
condition in the rest simulations. Figure 2 shows the
results of BER curves at different SNR values with vari-
ous order numbers of PPM. The iteration value is 30 in
simulation. As we can see that, when the order number
of PPM is 2, the BF decoding algorithm could get about
3 dB coding gain at the BER level with 10−5 against to
the uncoded PPM transmission. As the order number
of PPM is increasing, the gain is decreasing. From Fig.
2 with the order number M=64, the BER couldn’t be
controlled less than 10−5 even when the value of SNR is
16. By analyzing the characteristics of PPM symbol, we
could find the reason obviously. The slots of PPM sym-
bol increase with the increasing of the value of M , and
just one of those slots has the optical signal. Under the
same channel condition, the probability of error occurred
is proportional to the number of slots. This could explain
why the performance of uncoded transmission becomes
worse with the increasing of the value of M . As the order
of PPM is increasing, the PPM symbol represents that

Fig. 1. Block scheme of LDPC coded FSO transmission.
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Fig. 2. BER curves versus SNR with PPM modulation num-
bers of (a) 2, (b) 4, (c) 8, (d) 16, and (e) 64.

the bits of data is increasing. For M -order PPM symbol,
it represents log2 M bits as (a1a2a3 · ··), and when the
error is occurred for PPM symbol, log2 M bits would be
affected rather than one bit. This could be the reason
for the worse performance with the larger value of M .

According to the characteristics of PPM symbol as
mentioned above, the proposed grouped BF (GBF) de-
coding algorithm is given here.

Step 1. Compute the parity-check sum as the standard
BF algorithm. If all the parity-check check sums are
zeros, stop the decoding.

Step 2. Find the number of failed parity-check equa-
tions for each bit, denoted by err bi, i = 1, 2, · · ·n;

Step 3. Find the err bi which is larger than zeros,
then subtracted by one correspondingly. According to
the sequence with PPM symbol, log2 M bits of err bi

could be grouped and the sum of bits denoted as err gj ,
j = 1, 2, · · · , n/ log2 M . In this way to ensure the
efficient of decoding algorithm, illustrated the order
number 8 of the PPM for example, a PPM symbol repre-
sents 3 bits with err bi [0, 3, 0] or [1, 1, 1], the proposed
algorithm could make sure that the error occurred prob-
ability of the group with [0, 3, 0] should higher than the
others.

Step 4. Identify the set S of groups for which err gj is
the largest.

Step 5. Flip the bits in S with the err bi is larger than
one.

Step 6. Repeat steps 1 to 5 until all the parity-check
sums are zero (in this case, we stop the iteration in step
1) or go to step 7 when a preset maximum number of
iterations is reached (in this letter, we set the value to
10).

Step 7. Recalculate the err bi as introduced above,
then go to Step 1 with flipping the bits which have the
value of err bi is larger than one. Or a preset maximum
number of iterations is reached (in this letter, we set the
value to 3), the decoding should be stopped, and the
present value of bits could be considered as the output
of the decoding algorithm.

From the above 7 steps, we could find that the modified
algorithm has almost the same complicity as the stan-

dard BF algorithm.
The BER curves of the standard BF decoding algo-

rithm and the GBF decoding algorithm have been de-
picted in Figs. 3 and 4, respectively. The total maximum
number of iterations is preset as 30. From the figure,
it can be seen that when the PPM order number is 4,
the modified algorithm could get more than 1dB coding
gain with the value of BER is about 10−5; when the
PPM order number is 16, the modified algorithm could
get more than 2 dB coding gain with the value of BER
is about 10−5. It could be expected that the modified
algorithm could get more coding gain compared to the
standard BP decoding algorithm as the PPM modulation
number is increasing with the same decoding complexity.
While it will have shorter decoding time at higher SNR
values, due to the smaller value of BER, the less number
of iterations is needed for error correcting.

In conclusion, the GBF decoding algorithm based on
PPM signal has a better coding performance compared
with the standard BF decoding algorithm with the same
decoding complexity. When the value of M is 16, the
GBF decoding algorithm gets more than 2 dB coding
gain at the BER level about 10−5, and gets more coding
gain as the increasing of the modulation number. It pro-
vides guarantee for the high order number of PPM, and
achieves both high energy efficiency and good error con-
trol. Although the simulation is based on the simplified
AWGN channel, we expect the similar result on practi-
cal channel condition, and the performance of the system
is improved when the block length of LDPC code is large.
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Fig. 3. BER versus SNR values for 4-PPM signals.

Fig. 4. BER versus SNR values for 16-PPM signals.
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