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methods adopted to generate the phase-only hologram

An Improved Algorithm for Multi-Plane Reconstruction with
Gerchberg-Saxton Phase Retrieval Algorithm
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Abstract Gerchberg-Saxton (GS) phase retrieval iteration algorithm is widely used in multi-plane reconstruction
despite of the low correlation coefficient C values of most planes. Method of compensation, which we call strong
compensation, was proposed by the researchers but it has little function. In this paper, an improved algorithm based
on the concept of weak compensation is proposed. Introduction of weight factors to adjust the balance of the multi-
plane reconstruction and to realize the weak compensation is the core concept in this proposal. The simulation results
show that with this method the average and variation of C values can be improved by at least 59.82% and 97.03%
compared with original GS iterative algorithm, respectively.
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Introduction for multi-plane reconstruction with GS algorithm. The

Gerchberg-Saxton ( GS) phase retrieval iteration first is based on consecutive Fresnel transform between
algorithm™’ , proposed in 1972, is an iterative phase hologram plane and image plane” *'; the second is
retrieval algorithm wused to calculate phase-only based on the addition of holographic complex
computer hologram in holographic projection and other distribution calculated directly from the multiple
areas™? . It has been widely used due to its high planes”® ™ ; the third generates holograms by applying
calculation efficiency. For conventional holographic the in-sequence Fresnel iteration between hologram
multi-plane reconstruction, there are three iteration plane and image plane for multiple planes™ . Besides,
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Fresnel transform can be substituted by fast Fourier
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transform (FFT) via introducing an additional lens

factor for the multiple planes in these three
[6.9-10] . TO
integration, there are also three methods, single FFT
( SFFT ), double FFT ( DFFT ) and

spectrum™ . SFFT is faster than others and can be

methods compute Fresnel diffraction

angular

used to generate larger images. but it is only suitable
for large diffraction distance.
calculation has drawn

Multi-plane  hologram

extensive attention of researchers. However,
correlations of reconstructed images obtained by general
methods mentioned above are generally low. For
example, in the three. plane reconstruction case, only
one correlation coefficient C can reach 0.9 or 0.8, the
others are very low. In our simulation experiments
applying the other two methods, the results are similar.
C variation among these images is also large.
Therefore, these methods are limited in practical
applications.

In order to solvethose problems, many new
algorithms based on the GS phase retrieval iteration
algorithm have been proposed. As an example, Ying et
al.™ proposed an algorithm combining GS iteration and
compensation iteration, which has improved correlation
but with the trade-off of calculation time and increased
complexity. Shi et al.™ devised a method based on the
concept of compensation to address the iterative
sequence of multiple planes. However, it has a serious
problem and our experiment indicates that when the
pictures are changed, the proper sequence of the
iteration for multiple planes also varies and correlations
largely decrease in most situations. Because this
method is influenced by the images and the proper
iterative sequence, it is not stable for multi-plane
reconstruction. Since the compensation is very strong
in this method, we term it as strong compensation
model hereafter in the discussion.

In this paper, the strong compensation model is
analyzed and a new method entitled the weak
Through

correlation and decreased variation, this method can

compensation is  proposed. increased
substantially improve the quality of the reconstructed
image without sacrificing the computation time and the
algorithm complexity. The theoretical principle of this

new method is analyzed and the simulation results are

presented. The main advantage of this method is
simplicity. It increases the average correlation value
and decreases the variation simultaneously without the
need of more iterations. Besides, this algorithm is
stable when there are more pictures involved and

pictures changed.

2 Theory

2.1 GS phase retrieval iterative algorithm

GS phase retrieval iteration algorithm has been
chosen to calculate the phase-only hologram for multi-
plane reconstruction™ .

At first the phase distribution of the hologram is
assumed to random numbers between 0 and 2x. Then
the consecutive iterations for multiple planes to
calculate the phase distribution of the hologram start.
When the number of the reconstructed multiple planes
is N, every one iteration consists of N loops and every
loop is one GS ping-pong iteration for one plane. A
single loop is expressed as

[F: Lexpligh) ] = glexp(io)
LFC [gexpi0)] = frexpligh )

where F! and F."* denote the Fresnel transform and

oY

Fresnel inverse transform with the wavelength A and
the distance z;; superscript £ denotes the kth iteration;
subscript ¢ denotes the ith loop for ith plane; ¢f. and
¢ denote the phase distribution of hologram when the
ith loop begins and ends, respectively;# is the phase
distribution in the image plane. The amplitude
restraint is that g% is replaced by g,; which is the ideal
amplitude of the plane i for the ith loop. For the next
loop, the phase distribution of hologram is replaced by
gof,+1>- = gofl. (2)
When N loops from the first plane to the last plane
are finished the kth iteration is finished. The schematic
of the kth multi-plane iteration is shown in Fig. 1
(taking three-plane reconstruction for example)™ .
g1, g2 and g3 denote the three planes; 1~6 denote the
Fresnel transform and Fresnel inverse transform
between hologram plane and three image planes; the
digits denote the sequence.
The correlation coefficient C' between the iterative
image and the original image is chosen to evaluate the
result of the algorithm and it is the measure of the

resemblance of the output image with the input image.
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Fig.1 Schematic of the kth multi-plane iteration.
It is defined as
C(t’tu) -

where cov(t.t,) is the cross-covariance between t and

cov(t,1,) (o, = 0,0 (3)

t,» o is the standard deviation, t, represents the
original image and t represents the iterative image.
The maximum value of unity means that ¢ is perfectly
correlated with t,. Hence, C(g%,g,;) can be used to
evaluate the quality of the reconstructed images.
2.2 Strong compensation
For each iteration that follows the order of gl —
g2—93 (taking N as three for example), the algorithm
ends with the iteration for the plane g3 and the result
shows that C is the largest for g3, which means the
optimum for g3. Correspondingly, C values of gl and
g2 are not high. To increase C of gl and g2,
researchers have proposed concept of compensation and
another reverse iteration of g2 — gl is performed™ .
The compensation iteration is expressed as
F I:exp(jgoz‘ )] = g,exp(i®)
JFQ“‘[gozexp(jﬁ)] = fexp(jg, )
lFi Lexp(joi) ] = giexp(O)
FOP' [goexp(QD) ] = frexp(eg )
and ¢, = @1
Since the compensation is very strong in this
method, we term it as strong compensation model in
the discussion. Then we will study the strong

compensation method and our proposed weak
compensation method from anew viewpoint of solution
space. Actually, the end point of the algorithm is in the
solution space and thus we can analyze the whole
iterative process in the solution space. Figure 2 shows
the principle of the strong compensation from the
viewpoint of solution.

Three big circles in Fig. 2 represent the phase

gl

A

g2

g3

Fig.2 Principle of strong compensation.
distribution solution set of GS iteration for planes g1,
g2 and g3, respectively. Their intersection area
represents the public solution of g1, g2 and g3, which
is wanted. The phase distribution solution of hologram
hops among these three solution sets during the
iteration. Three small circles with dark color represent
the optimum phase distribution solution set in which C
values are larger and close to 1. When the consecutive
iterations for gl — g2 — g3 are finished, the phase
distribution solution of hologram is located in the area of
optimum solution set of g3 or near this area. When the
compensation of iteration of g2 is performed, the
solution will move to the area of optimum solution set of
g2. If there is no additional treatment employed, the
compensation of iteration of g2 is too strong and the
solution moves far away from the solution set of g3. As
a result, the C value of g2 will rise but that of g3 will
drop a lot. Similarly, when the compensation of
iteration of gl is performed, the location moves to the
area of optimum solution set of gl. With no additional
measures the C value is large and close to 1 for the
plane in which the iteration ends but for the other two
planes their C values are very small. The concept of
compensation is useful but ineffective to achieve
optimum C value for all the three planes.

It is theoretically possible that with the strong
compensation the proper sequence of iteration and

7, but when the pictures

compensation can be found
change, this sequence may lead to worse results
compared with the situation with no compensation. Our
experimental results show that the average value of C
of three images actually decreases by 28.3% after the
compensation. Sequence of iteration and compensation

which has characteristics of good convergence has to be
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adjusted for each different set of target pictures.
2.3 Weak compensation

Based on the work on strong compensation

field of multi-plane reconstruction.
The reverse iteration of g2—>gl is still performed

but weight factors have been introduced to realize the

method, we propose a method named weak weak compensation, with the process of compensation

compensation which is capable of increasing the expressed as

reconstructed image quality and is significant to the

FOPMTAX g + (1 —A) X g, Jexp(iD } = fexp(ig,)
IFA [exp(j¢1,)] = g exp(i® '
Ff:m{l:B X gu + 1 —B) X g/ Jexp(i®} = f, exp(jey )

JF Lexp(ig:) ] = gexp(ji)

and ¢, = ¢

In the Eq. (5), A and B are weight factors
introduced to adjust the information participating in the
iteration of planes g2 and gl. With the use of small
values for A and B, value of 1 — A and 1 — B are close
to 1. and hence the weak compensation is realized.
Figure 3 shows the principle of weak compensation from
the viewpoint of the solution space.

gl

ele

Fig.3 Principle of weak compensation.

When the consecutive iterations for gl — g2— g3
are finished, the phase distribution solution ofhologram
is still located in the area of optimum solution set of g3
or near this area. When the weak compensation of
iteration for g2 is performed, with small A, the
information of image g2 participating in the iteration is
restricted and the solution will still be located in the
phase distribution solution set of g3 but will also enter
into the region of phase distribution solution set of g2, a
little far away from the optimum solution circle. It
means that the solution will be located in the
intersection area of solution set of g2 and g3. Then, the
weak compensation of iteration of gl is performed and

with the small value of B the solution will enter into the

intersection region of the solution set of gl, g2, g3
which is optimum area wanted. In this way, the
optimization of three planes is realized simultaneously
and the values of C for three planes, as well as the
average value, are high. On the other hand, with the
adjustment of the values of A and B, the equalization of
C for three planes can be achieved, which means that
the variation is very low. The improvement in these
two values helps to increase the quality of
reconstruction in practical applications and thus this
method makes a significant improvement.

With the proposed weak compensation method in
this work, the algorithm is not sensitive to the change
of pictures. For any pictures we can find the solution
which is located in the intersection region of the
solution set of gl, g2, g3 via constrain of the weak
compensation through the adjustment of parameters A
and B. Nevertheless, the adjustment of parameters A
and B (the approach of adjustment see Section 4) is
much more operable than searching for the proper
sequence of iteration in strong compensation method,
since sequence of iteration and compensation is
strenuous to find and it needs vast trials. Most
importantly, you might not find a proper sequence of

good solution convergence.

3 Simulation results

Computer simulations of three-plane reconstruction
are preformed. Figure 4 shows images of gl, g2 and
23. The images of gl, g2, g3 are all gray-level image
with 256 pixel X 256 pixel size and 8 pm pixel pitch.
The angular spectrum method of Fresnel transform is

used in our simulation and so the computed hologram is
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also an image with 256 pixel X 256 pixel size and 8 um
pixel pitch. The operation wavelength is 532 nm. Three
images are located at (z,, z,, #z3) of (1.5, 1.8, 2)
(unit: m) away from the phase-only hologram. Matlab
software is used for the simulation process. According
to Fig. 2., every kth iteration leads to similar result and
it only needs one iteration of compensation carried out
at the end of the algorithm to realize the improvement
of results. So the result generally is not influenced by
the iteration number adopted. In addition, this method
has another advantage that it can achieve good result

with less iterations. In our simulation experiments 50

iterations are adopted.

T

5'6

Fig.4 Images of gl, g2 and g3.

At first, the simulation with no compensation is
performed and by 50 iterations the C values of three
images are (0.1551, 0.3530, 0.9486) and the average
C is 0.4856. The variation between the minimum and
the maximum C is 0.7935. Then the simulation with
strong compensation is performed and the C values
become (0.9622, 0.2430, 0.0818) ., the average value
of which becomes 0.429, decreased by 11.66% . The
variation is 0. 8804, decreased by 10.95% . When the
weak compensation method proposed in this paper is
performed (the values of A and B are 0.03 and 0.022,
respectively) , the C values turn to (0.7636, 0.7872,
0.7773). The average value is 0.7761, which has been
improved by 59. 82% compared with no compensation
and 80.91% compared with strong compensation. The
variation drops to 0.0236 which has been improved by
97.03% and 97.32% when compared with the result of

the previous two. Figure 5 shows the reconstructed

Fig.5 Reconstructed images of gl, g2 and g3 and

(a) hologram; (h) gl;
() g2; (d) g3.

computed hologram.

images of g1, g2, g3 and the calculated hologram with
the weak compensation algorithm. Figures 6 and 7 show
the reconstructed images with no compensation and with

the strong compensation.

Fig.6 Images of gl, g2 and g3 with no compensation.

Fig.7 Images of g1, g2 and g3 with strong
compensation.

Computer simulations for another group are
performed. In this group, the images are expanded to
512 pixel X 512 pixel in size through the addition of
black edging. The C values of images will be increased.
After the simulation with weak compensation method (the
values of A and B are 0.055 and 0.04, respectively) , the
C values of three planes become (0. 8587, 0. 8574,
0.8654) with average value of 0.8605 and the variation
is 0. 008. The average value has been improved by
83.87% compared with no compensation and 100. 6 %
compared with the strong compensation method. The
variation has been improved by 99. 09% and 99. 12% ,
respectively. The iteration number is still 50.

The third group of simulations for the 1024 pixel X
1024 pixel images is implemented. The images are the
same as that of the first two group. The values of A and
B are 0.13 and 0.075, respectively.

With the size of hologram increasing, the average
value of C becomes higher and the weak compensation
algorithm we proposed is more efficient compared with
the situation with no compensation. Table 1 shows the
simulation results with different hologram sizes. Table
2 shows the improvement of the C average value and
compensation algorithm

variation with the weak

compared with no compensation and strong
compensation.
The images of gl, g2, g3 are similar to the binary

black-white images. To further justify the effectiveness
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of the algorithm for the gray-scale images, we finished
the experiment with g1, g2, g3 replaced by three other
gray-scale images (shown in Fig.8) and the C values of
three images are (0.7831, 0.7902, 0.8061) (A and B
are 0. 09, 0.0058) while the results with original GS
algorithm are (0. 5831, 0. 6163, 0. 9138) and the
results with strong compensation are (0.8898, 0.6476,
0.5224). So from the results we can conclude that the
strong compensation method can lead to worse results
and our algorithm is still effective to gray-scale
pictures.

The step-by-step description of the algorithm

realized in Matlab software is given in Fig.9.

Fig.8 Three grayscale images.

Y
iteration for gl[shown as Eq.(1)]|

=0k

iteraton for g2[shown as Eq.(l)]l
Pk =pk

I

iteration for g3[shown as Eq.(l)]l

no

| k=502 || kes [——
* yes
weak compensation iteration for g2 and
gl[shown as Eq.(4)]

Fig.9 Step-by-step description of the algorithm

realized in Matlab.

Table 1 Simulation results with the differenthologram sizes

Image size /pixel Compensation € values -
gl g2 23 Average Difference

without compensation 0.1551 0.3530 0.9486 0.4856 0.7935
256 X 256 strong compensation 0.9622 0.2430 0.0818 0.429 0.8804
weak compensation 0.7636 0.7872 0.7773 0.7761 0.0236

without compensation 0.0929 0.3433 0.9679 0.4680 0.875

512 x 512 strong compensation 0.9521 0.2971 0.0391 0.429 0.913

weak compensation 0.8587 0.8547 0.8654 0.8605 0.008
without compensation 0.0556 0.3550 0.9564 0.4557 0.9008
1024 X 1024 strong compensation 0.9594 0.3355 0.0501 0.4483 0.9093
weak compensation 0.8865 0.8660 0.8703 0.8743 0.0162

Table 2 Improvement of C average value andvariation with the weak compensation

algorithm compared with no compensation and strong compensation

Image size /pixel Comparison

Improvement of average /% Improvement of variation /%

with no compensation 59.82 97.03

256 % 256 . .
with strong compensation 80.91 97.32
with no compensation 83.87 99.09

512 X512 ) )
with strong compensation 100.6 99.12
with no compensation 91.86 98.20

1024 X 1024 ) )
with strong compensation 95.03 98.22

4 Discussion
Two weight factors A and B are introduced in our
algorithm to implement the weak compensation. When

the images are changed, adjustment of values of A and

B is needed. With the proper selection of A and B, the
equalization of the C values of three reconstructed
images is achieved. In this section, we will discuss the
selection of the weight factors. A and B represent the

information amount of images g2 and gl to participate in
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the iteration. For example, if C of g3 is higher than
that of g2 and gl, increase of A and B is expected and
vice versa. If C of g2 is higher than that of gl,
increase of B and decrease of A are expected and vice
versa . In this way, we will obtain the proper values of
the weight factors. To realize the weak compensation,
the values of A and B are mostly very small (0.03 and
0.022 in the 256 pixel X 256 pixel simulation for
example) .

After the weak compensation is implemented,
when the images are changed, the weak compensation
is still effective except adjustment of values of A and B
to realize the equalization of C values of three planes,
with the method discussed. Therefore, the weak
compensation method proposed in this paper is stable for
different systems as well as for the increasing number
of reconstructed images.

A and B would have to be changed even more for a
substantially different set of target images but the
whole process is rule-based and mostly needs 3 ~ 4
trails. However, according to our experiments, for the
strong compensation method, there will be 36 likely
iteration sequences and the more reconstructed planes,
the more likely iteration sequences. Furthermore,
there might not be optimal sequence existing to realize
the improvement of the algorithm. So the strong
compensation method is not applicable. For the weak
compensation method, the 50-iteration is likely to run
multiple times but the number repeated is small (3~4) and
when we find the proper values of A and B, the
improvement is realized and the program can be run
without more iterations than original GS phase retrieval
algorithm. So it does not sacrifice the iteration numbers.

When the image planes are re-ordered, for
example, the images of gl and g2 are exchanged, the
values of A and B are totally changed, so one must
choose the values again according the approach

mentioned above.

5 Conclusion

A novel method based on the concept of
compensation is proposed for multi-plane
reconstruction, which is termed as the weak

compensation method. The theoretical principle of this
method has been examined and computer simulations

performed. The results show that with the proposed

method, the increase of C average value, as well as the
equalization of the C values of multiple planes, can be
achieved. The average value and the variation of C
have been improved by at least 59.82% and 97.03% .
The advantage of this new method is that it can improve
the two values without sacrificing the calculation time
and algorithm complexity. Besides. it is stable for
different pictures and increasing number of images and
can be widely used in practical applications, such as
holographic display. multiple-image hiding. diffractive

optical element designing and so on.
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